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The way billions of cells in our brains communicate to pro
duce the image of a rosy sunset or the sound of Bee
thoven’s Fifth remains somewhat of a mystery. The timing 
of signaling turns out to be key. Several neurons firing at 
the same time in the eye, for instance, can efficiently trans
mit messages to the visualprocessing center at the back 
of the brain. Image by Kenn Brown, Mondolithic Studios.
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A Global Affair

 “How many scientists are in your government?” 
People asked me all sorts of things when I 
visited Moscow last year, but that simple 
question, and its expectation that naturally 
there should be many, made me pause. I 

knew of Russia’s multimillion-dollar “megagrant” investments 
to encourage expatriate researchers to work in the country and 
the around $11 billion set aside to gin up nanotechnology busi-
nesses. Visiting Doha, Qatar, I learned about that country’s pur-
suit of a “knowledge-based economy” and its aims to foster solar 
energy for desalination as well as telemedicine. At the annual 
Lindau Nobel Laureate Meeting 
in Germany, I saw nearly bill-
board-size portraits of science’s 
eminent figures, celebrity-style. 
Clearly, many nations see science 
as their ticket to a better future.

I reflected on my own coun-
try’s uneven relationship with sci-
ence. Technological innovation is 
responsible for half the U.S.’s eco-
nomic growth since World War II. 
It has been the engine of our mod-
ern prosperity. Yet today we are 
faltering in critical areas of sci-
ence, technology, engineering and 
mathematics (STEM) education 

and in maintaining sufficient budgets for research. It was high 
time, I decided, that the U.S. started focusing on what matters.

With that ambitious goal, we began work on this issue’s special 
report, “State of the World’s Science.” Executive editor Fred Guterl 
has organized an array of stories on the critical themes in global 
science today, from the rise of China to the manufacturing power 
of Germany to the best ways to encourage individual scientific 
achievement. Informational graphics highlight such features as 
research spending and the number of papers published in select 
journals. Turn to page 36 for the start of the section. As I hope you 
will agree, the result is thought-provoking—and inspiring. 

Swaziland Scientists 
At the second annual Google Science Fair awards event,  
I had the privilege of bestowing trophies on the 14-year-
old winners of the Scientific American–sponsored Science 
in Action Award. The award, for a project that helps a 
community with a social, health or environmental issue,  
is $50,000 and a year of mentoring to continue the work. 
Bonkhe Mahlalela and Sakhiwe Shongwe developed a 
simplified hydroponics system that uses 90 percent waste 
materials (cardboard boxes, sawdust, chicken manure) 
and improved productivity in crops tested by 140 percent. 
Believing that education and simple science can create 
self-sufficiency, they plan to use part of their prize money 
to train Swazi subsistence farmers.   —M.D.

WHO’S WHO: Front row: Mariette  
Di Christina, winner Bonkhe Mahlalela.  
Back row: Sade Kammen, mentor Daniel M. 
Kammen, winner Sahkiwe Shongwe, men
tor T. H. Culhane, teacher Titus Sithole.
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CYBORG HUMANITY
I was struck that of the “important ethical 
issues” Henry Markram refers to regard-
ing building a completely simulated hu-
man brain in “The Human Brain Project,” 
the only one he raises is that of a superin-
telligent nemesis being created. He does 
not appear to consider the ethical obliga-
tions we would have toward the mind we 
had created. I worry about the precarious 
humanity of the minds we would create 
and about the humanity of the researchers 
who could, with the touch of a button, give 
a being with memories and an expectation 
of the future—if this all works as Markram 
hopes it will—autism, schizophrenia or a 
progressively degenerative disease. Who 
will turn off the simulation when the vir-
tual mind begs them not to? 

Robert A. Rushing 
University of Illinois  

at Urbana-Champaign

Markram glosses over the key potential 
benefit of the project: understanding the 
human brain may allow us to augment in-
telligence and eventually create superin-
telligent nonbiological humans.

It also raises a key metaphysical ques-
tion: If the simulation of the human brain 
is deterministic, how can it have free will? 
Or is it impossible to fully simulate human 
cognition on a deterministic machine?

Dmytro Taranovsky 
Woburn, Mass.

SUPERNOVA MYSTERY
Avishay Gal-Yam’s “Super Supernovae” 
discusses how stars once thought to be 
too massive to explode have resulted in 
supernovae more powerful and longer 
lasting than any previously observed.

Gal-Yam describes how the produc-
tion of electrons and positrons removed 
such stars’ supporting pressure of gamma 
rays, leading to their sudden collapse. But 
he didn’t say what happens to the posi-
trons. Wouldn’t they collide with the elec-
trons, be converted back to gamma rays 
and thus restore support for the star?

Also, do gamma rays from a positron-
electron reaction have a characteristic 
wavelength that can be observed?

David Smith 
via e-mail

GAL-YAM REPLIES: Indeed, positrons 
produced in the hot core of the star will 
eventually annihilate with electrons and 
produce pairs of gamma rays with a par-
ticular energy equal approximately to 
the rest mass of the electrons. This process 
takes time, however, which means that at 
any given point, the energy (that was 
previously completely carried by pho-
tons) will now be distributed between 
photons (which provide pressure) and 
electrons and positrons with energy dom-
inated by rest mass (which do not). Thus, 
the overall pressure drops, the core con-
tracts, and so on.

The gamma rays produced by elec-
tron-positron annihilation do have a 
characteristic energy (511,000 electron 
volts, or 511 KeV), but they are unobserv-
able because the envelope of the expand-
ing star is not transparent; the gamma 
rays interact with electrons and ions in 
the outer layers of the expanding, explod-

ing star and are converted to lower-ener-
gy photons, which we eventually can ob-
serve as light.

PUBLISH AND PERISH?
“Waiting to Explode,” by Fred Guterl, ad-
dresses the controversy over publishing 
two recent studies on the development of 
H5N1 flu strains that are transmissible 
among mammals (both studies have 
since been released). As a scientist, I ini-
tially felt it was necessary for all the 
H5N1 bird flu results to be released: pub-
lications allow other scientists to contin-
ue projects, and researchers have a re-
sponsibility to communicate their data 
to other scientists. After careful consid-
eration, however, I now feel that submit-
ting all the data was a mistake. The re-
sults from this project could help terror-
ists perfect an airborne delivery system 
to infect humans.

The solution to this problem would 
have been to publish some of the scientif-
ic findings but restrict the key elements—
namely, precisely how to make changes to 
the viruses that would create an airborne 
entity. These undisclosed methods could 
have been shared on a case-by-case basis 
among researchers, which would have al-
lowed for the continued examination of 
data among responsible parties trying to 
enhance public health. 

Publishing a redacted form of the man-
uscript would have satisfied the need for 
scientists to exchange general data to fight 
any future pandemic and yet protect secu-
rity needs. Unfortunately, these changing 
times will force us to reevaluate and rede-
sign our traditional approach to sharing 
scientific discoveries in favor of the great-
er good.

Claude E. Gagna 
New York Institute of Technology

TWO-FACED BUG
In “The Ultimate Social Network,” Jenni-
fer Ackerman writes about the “benefits” 
of the bacterium Helicobacter pylori on 
the digestive system and its possible role 
in controlling obesity. She describes H. 
pylori’s maligned status in the medical 
world as a “nasty rap” because of its role 
in causing peptic ulcers.

Ackerman neglected to mention H. 
pylori’s role in stomach cancer. Whereas 

“I worry about  
the humanity  
of researchers  
giving simulated 
human brains  
mental disorders.”

robert a. rushing university of illinois  

at urbana-champaign

June 2012
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only 1 to around 2 percent of H. pylori pa-
tients develop gastric cancer, H. pylori 
infection makes you nearly six times 
more likely to develop the disease. 

This hits close to home for me. My fa-
ther, brother and I were diagnosed with 
H. pylori, and I was found to have stage 
IV gastric cancer. Scientific research into 
the complex relation between H. pylori 
and humans is critical. Nevertheless, it is 
important to remember that this bug is  
a killer.

Mhari Saito 
Shaker Heights, Ohio

INSPIRING INSECT
After reading Backyard Brains co-founder 
Greg Gage’s description of his company’s 
SpikerBox kit in “When Cockroach Legs 
Dance” [Advances], I immediately found 
a YouTube video of Gage hooking it up to 
his iPhone. His device allows you to hear 
the neural activity in a cockroach leg that 
is made to dance. I was amazed and 
thought how much I would have liked to 
use it in my classroom.

I taught seventh grade life science for 
40 years and always believed it was es-
sential to provide memorable interactive 
experiences. Our schedule included an 
80-minute lab period each week, and it 
was my pleasure to fill that time with 
highly motivating hands-on activities. 
Frequently, when students from previous 
years came to visit, the conversation 
would turn to experiences they remem-
bered from those activities. Often these 
students had gone on to careers related 
to biology.

I have been retired for a year now. The 
school administrators have done away 
with the weekly lab because of schedule 
changes. I am devastated that after all 
those years, they never understood the tre-
mendous importance of all those hands-
on lab experiences. They really need to 
see a dancing cockroach leg hooked up to 
an iPhone!

Pam Nester 
Kutztown, Pa.

ERRATUM
 In “The Right Way to Get It Wrong,” by 
David Kaiser and Angela N. H. Creager, 
Phycomyces is described as an alga. It is 
a fungus.

© 2012 Scientific American
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Solve the Nobel Prize Dilemma
Now that teams, not individuals, drive high-impact science, 
the Nobel Foundation should change how it awards its prize

Two teams of scientists simultaneously announce the discovery 
of a lifetime—a breakthrough that profoundly alters our view of 
the universe. A Nobel Prize is surely not far away. Yet the statutes 
of the Nobel Foundation state that the honor may not be “divid-
ed into more than three prizes at most.” A committee in Sweden 
now faces a knotty choice: Who among the teams’ many worthy 
scientists deserves to win the world’s most prestigious medal?

This scenario could easily apply to the search for the Higgs 
boson, which appears to have reached its climax [see “The Higgs 
at Last?” by Guido Tonelli, Sau Lan Wu and Michael Riordan, on 
page 66]. But it could also describe last year’s Nobel Prize in 
Physics, for which three researchers representing two teams to-
taling 51 scientists were recognized for uncovering the accelerat-
ing expansion of the universe. These three winners were deserv-
ing. Yet they did not work alone. Many other researchers made 
equally important contributions but will not have the special as-
terisk reserved for Nobel laureates next to their name. 

Snubs are not new to the Nobel, of course. Physicists Nicola 
Cabibbo, Makoto Kobayashi and Toshihide Maskawa helped to 
predict a new family of quarks; today scientists use the “CKM 
matrix” to do calculations. Yet half the 2008 physics prize was 
split only between Kobayashi and Maskawa. That year’s chemis-
try prize recognized three researchers for green fluorescent pro-
tein (GFP), now widely used as a cellular tagging tool. Not in-
cluded was Douglas Prasher, the man who first cloned the GFP 

gene. After publishing his work in 1992, Prasher freely 
shared his insight with two of the eventual winners be-
fore his grant ran out. At the time of the award, he was 
driving a courtesy shuttle for an auto dealer. 

The Nobel committees force a category error: they 
insist on awarding the prize to a few individuals, while 
in reality, the nature of the scientific enterprise has 
changed. Teams now perform the bulk of the highest-
impact work. Whereas a century ago a patent clerk fa-
mously divined the theory of relativity in his spare 
time, discovering a Higgs boson requires decades of 
planning and the efforts of 6,000 researchers. No one 
person—no troika, even—can legitimately claim all the 
credit. The scientific papers that document the Higgs 
discovery are signed “The Atlas Collaboration” or “The 
CMS Collaboration,” with members listed alphabet-
ically in appendixes that run more than 15 single-
spaced pages. 

As we see it, the Nobel Foundation has two ways for-
ward. The first is to keep the three-honoree maximum 

in place, but to award organizations as well as individuals. The 
Nobel Peace Prize has long favored this approach. The commit-
tees that choose the science prizes have never recognized an or-
ganization, but nothing in the statutes of the Nobel Foundation 
prohibits it. Certainly an award split between the ATLAS and 
CMS collaborations would make a worthy first. 

Alternatively—or perhaps in addition—the Nobel Foundation 
should amend its statutes to allow the award to go to more than 
three individuals. This adjustment could help solve the dilemma 
surrounding the award for the theoretical work that led to the 
Higgs. Six researchers developed the Higgs mechanism in 1964; 
five are still alive today and thus eligible for Nobel’s honor. 

In many ways, the Nobel Prize is a charming anachronism. 
Recipients fly to Stockholm and meet with the Swedish royal 
family in white-tie tuxedos. Other scientific prizes now offer larg-
er cash prizes. Yet the Nobel continues to capture the world’s 
imagination—and that of the scientific community—with a 111-
year pedigree of offering exemplars of extraordinary lives spent 
in pursuit of truth and discovery. In the years since the prize was 
first awarded, the nature of that pursuit has profoundly changed. 
It is time that the Nobel did as well. 

SCIENTIFIC AMERICAN ONLINE  
Comment on this article at ScientificAmerican.com/oct2012
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Forum by Kathleen A. Ryan 

Commentary on science in the news from the experts

Illustration by Viktor Koen

Kathleen A. Ryan is associate 
professor in the University of Florida’s 
department of pediatrics and a member 
of the Emerging Pathogens Institute.

Target the Super-Spreaders
Inoculating kids is the best way to protect everyone from flu. Why don’t we do it?

Influenza �has been called “the last great plague of humankind” 
because it still poses a serious health threat to our nation and the 
world. If a naturally occurring variant of a bird flu virus acquired 
the ability to replicate in the trachea and nose of humans, it 
would cause a pandemic, with consequences as potentially dev-
astating as the 1918 flu, which killed 50 million people. Because 
influenza viruses are found in birds and many mammalian spe-
cies, it will not be possible, as it was for smallpox, to wipe influ-
enza from the face of the earth. The only way to control it is 
through adequate immunization programs. 

In the past, public health officials have focused on immuniz-
ing the elderly, who are at greatest risk for severe illness and 
death from influenza. Yet the most effective way to protect the el-
derly, and everyone else, is to target kids. Computer-modeling 
studies suggest that immunizing 20 percent of children in a com-
munity is more effective at protecting those older than 65 than 
immunizing 90 percent of the elderly. Another study suggests 
that immunizing 70 percent of schoolchildren may protect an 
entire community (including the elderly) from flu. Schools are 
virus exchange systems, and children are “super-spreaders”—
they “shed” more of the virus for longer periods than adults.

Perhaps the best example of the effectiveness of childhood 
vaccination comes from Japan. The 1957 flu pandemic prompted 

the Japanese to start a school-located childhood vaccination pro-
gram. For at least 10 years vaccination against influenza was 
mandatory for all children. Excess deaths from influenza and 
pneumonia, a common complication, fell by half. (Death from all 
causes dropped, suggesting that the illness is underdiagnosed.) 
The study showed that for every 420 schoolchildren immunized, 
one life was saved, predominantly among the elderly. Once the 
program ended, immunization rates fell, and death rates rose 
dramatically over the next few years. 

Mandating flu immunization for children in schools is a non-
starter in the U.S. Still, it is possible to achieve high immuniza-
tion rates through voluntary community programs centered on 
schools. In Alachua County, Florida, the home of the University 
of Florida, a school-located influenza vaccination program has 
been in full operation since 2009. Implemented as a coalition of 
schools, health departments and community advocates and with 
the expert advice of my colleagues Parker A. Small, Jr., and J. 
Glenn Morris, Jr., of the University of Florida, the program ad-
ministers FluMist nasal spray, a live attenuated vaccine, free of 
charge to students, from pre-K to 12th grade, in public and pri-
vate schools regardless of insurance status. Immunization rates 
of elementary students have reached 65 percent—enough to re-
duce the incidence of influenza in Alachua County during the 
past two flu seasons to nearly zero. 

Such a program administered in schools across the country 
would raise the overall immunization level, protect our commu-
nities, and provide a basis for rapidly immunizing the U.S. popu-
lation against the next pandemic strain or even against a bioter-
rorist attack. It would save lives and money. Seasonal flu kills 
36,000 people every year in the U.S. and costs more than $10 bil-
lion. The average family of four loses about $100 in wages. 

School-wide vaccinations would require a big conceptual 
change in immunization strategies, involving schools, communi-
ties, pediatricians and health departments. Who will fund and 
lead such an effort? Probably not the states, which are cutting 
back on public health. The federal government is grappling with 
rising health care costs. The health insurance industry, which 
stands to save billions each year in reimbursements, is the logi-
cal choice, but so far it has been unwilling to take the lead. Some-
one will have to. 

SCIENTIFIC AMERICAN ONLINE  
Comment on this article at ScientificAmerican.com/oct2012
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The 
Exposure 
Cure
A major study moves food-allergy treatments  
a step closer to reality 

As many as eight out of every 100 children in the U.S. suffer 
from food allergies, a rate that rose 18 percent between 1997 and 
2007. Although some outgrow these reactions, many are plagued 
for life with symptoms that range from a tingling, itchy mouth to 
tightening airways and a potentially fatal drop in blood pressure.

Until now, the only way to prevent allergic reactions has been 
to avoid the offending foods, which can be difficult because traces 
of nuts, wheat and dairy lurk in many products. But a new study 
offers some of the best evidence that doing just the opposite—
exposing patients to higher and higher doses of a food allergen—
may help some overcome their sensitivity. In the largest placebo-
controlled trial of its kind, Wesley Burks, a professor of pediatrics  
at the University of North Carolina at Chapel Hill School of Medi-
cine, and his colleagues started 40 children with egg allergies on  
a dose of egg white powder equivalent to one ten-thousandth of 
an egg. The researchers, who published their findings in July in the  
New England Journal of Medicine, ramped up the dose, and after  
22 months of therapy followed by a two-month break, 28 percent 
of the children were able to eat the equivalent of two and a half 
eggs. One year later 100 percent of those children were eating 
eggs and reporting no reactions. The approach, called oral immun -
otherapy, follows the same principle as shots for airborne allergens, 
although shots may be less safe for food allergies. 

Researchers believe the treatment, which has also been tested 
for peanut and milk allergies, “teaches” the body to tolerate what 
it once rejected. Blood tests in children who responded to the trial 
showed decreased levels of the antibody IgE, which triggers the 
immune response, and increased levels of IgG4 antibodies, which 
discourage inflammation. Those who failed the egg tests may 
need a longer therapy period, Burks says, or they may be too 
sensitive to respond to therapy. 

A synthetic antibody might help those extrasensitive patients 
by binding (thus eliminating) free IgE in the blood. It is already 
approved for airborne allergies and is currently in trials for oral 
immunotherapy. Burks says, “The hope is that we can come up 
with a treatment in the next few years.”  —Marissa Fessenden

© 2012 Scientific American
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ENGINEERING

Snap Judgment
An ultrafast camera may help detect cancer 
before it spreads

Cancer cells that break away 
from a tumor and metastasize 
lead to 90 percent of all can-
cer deaths. Researchers have 
spent decades trying to devel-
op blood tests that can effec-
tively detect these circulating 
tumor cells. Finding them, 
however, can be like searching 
for a particular needle in a 
stack of needles. One milliliter 
of blood contains about five 
billion red blood cells and 
nearly 10 million white blood 
cells but only 10 tumor cells.

Researchers at the Univer-
sity of California, Los Angeles, 
have developed specialized 
technology that may be able 
to find these cells before they 
form new tumors, significant-
ly boosting a patient’s odds  
of survival. They describe the  

system in a July issue of the 
Proceedings of the National 
Academy of Sciences USA. 

At the heart of the 
U.C.L.A. system is an ultra-
fast microscopic camera 
the researchers introduced 
in 2009 that captures images 
at about six million frames 
per second. This so-called se-
rial time-encoded amplified 
microscopy (STEAM) camera 
creates each image using a 
very short laser pulse—a flash 
of light only a billionth of a 
second long. Its shutter speed 
is 27 picoseconds, about a mil-
lion times faster than a current 
digital camera. (A picosecond 
is one trillionth of a second.)

The U.C.L.A. camera  
converts each laser pulse into 
a data stream from which a 

high-speed image can be 
 assembled. To the STEAM 
camera, the investigators 
have added a microfluidic 
channel for the cells to flow 
through and a high-speed 
 image processor that, they say, 
takes blur-free images. The 
team used this technology to 
identify breast cancer cells in 
blood samples. “We look at a 
cell’s shape, size and texture, 
as well as its surface biochem-
istry,” explains lead author 

Keisuke Goda, who recently 
moved from U.C.L.A. to the 
University of Tokyo. “Cancer 
cells tend to be larger than 
white or red blood cells. And 
we know that a cancer cell’s 
shape is ill defined compared 
with red and white blood 
cells.” Goda adds that a rela-
tively noninvasive blood test 
would encourage people to 
get screened more frequently 
than they do now. 
 —Larry Greenemeier

ECOLOGY

Stealing for 
Biodiversity
Thieving rodents may have replaced 
extinct megafauna as seed dispersers

Thousands of years ago, massive elephantlike creatures wandered the 
landscape, where they gobbled up, and then defecated, fruit. In the 
process, they may have planted the seeds for early forests. Yet with these 
creatures long extinct, ecologists have been left with a puzzle: If the same 
trees are still with us, what—if anything—disperses their seeds to create 
today’s woodlands?

The answer—at least for one type of tree—may lie in the criminal  
antics of a cunning rodent. A group of scientists working with the 
Smithsonian Tropical Research Institute in Panama and Wageningen 
University in the Netherlands, along with other institutions, reports that 
by repeatedly raiding each other’s stashes, these creatures spread seeds 
over a much wider territory than scientists had previously recognized. 
Dispersal is a key factor in ensuring the survival of a species because 

spreading individuals over a broader range can mitigate the effects of 
pests, move organisms into new climatic ranges and increase the flow  
of genes between populations. 

The rodent in question is the agouti—a house cat–size critter that  
resembles a tail-less squirrel. The researchers studied agoutis caching 
black palm tree seeds on Barro Colorado Island in the Panama Canal over 
one year. They set up video cameras at cache sites, attached a long thread 
with a transmitter unit to each of 589 seeds and radio-tracked them.  
More than half of the seeds cached were stolen by other agoutis and  
recached elsewhere, traveling as far as 280 meters from their original  
locations. Ultimately agoutis or other small mammals ate most of the 
seeds, but around 14 percent most likely grew into seedlings. The findings 
were published in the July 31 Proceedings of the National Academy of 
Sciences USA.

The work casts doubt on the hypothesis that megafauna were  
crucially responsible for seed dispersal thousands of years ago because  
rodents may have played a role even then. Co-author Ben Hirsch of Ohio 
State University and his colleagues also believe their findings offer some 
hope for trees in the face of modern mammalian extinctions. That a  
humble rodent can step into the role left by long-lost megafauna is a 
testament to nature’s resilience.  —Daisy Yuhas

CAUGHT IN  
THE ACT:  

 Dividing  
cancer cells.

© 2012 Scientific American
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APPRECIATION

Sergei Petrovich Kapitza
The physicist and founder of Scientific American’s Russian-language 
edition worked tirelessly to advance the cause of science

Scientific American  lost a good friend on August 14 
with the death of physicist and demographer Sergei 
Petrovich Kapitza, 84, the founding editor of V Mire 
Nauki, the magazine’s Russian edition. Kapitza was at 
the helm of V Mire Nauki when it launched in 1983 in 
the Soviet Union, and he successfully popularized sci-
ence in his home country and abroad. He was perhaps 
best known as host of the long-running science televi-
sion show Ochevidnoye-Neveroyatnoye (Evident but 
Incredible), which was launched in 1973 and for which 
he was awarded the UNESCO Kalinga Prize for the 
Popularization of Science in 1979.

Kapitza played an active role among Scientific Amer-
ican’s 14 international editions. “He was a gracious 
man and a thoughtful colleague,” says Scientific Amer-
ican editor in chief Mariette DiChristina. “Last year 
he was our genial host when the entire Scientific Amer-

ican family met in Moscow for the first time in many 
years. He was warm and enthusiastic toward all of us.”

After graduating from the Moscow Aviation Insti-
tute in 1949, Kapitza contributed significantly to the 
understanding of supersonic aerodynamics, applied 
electrodynamics and accelerator physics. He is also 
known for his work in developing the microtron, a type 
of particle accelerator.

Born on February 14, 1928, in Cambridge, England, 
Kapitza came from a strong scientific pedigree. His  
father, Soviet physicist Pyotr Leonidovich Kapitza, 
earned a Nobel Prize in 1978 for his discoveries and 
contributions to low-temperature physics. His mother 
was Anna Alekseevna Krylova, daughter of applied 
mathematician A. N. Krylov.

 In 1949 Kapitza married Tatiana Damir, with whom 
he had three children.  —Larry Greenemeier

© 2012 Scientific American
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SPACE

Primordial 
Pinwheel
Astronomers spot the oldest 
prominent spiral galaxy yet

The early universe was a rough-and-tum-
ble place. Galaxies smashed together with 
much more regularity than they do today, and 
the insides of galaxies were chaotic, clumpy 
pods of stars. It was no place for an orderly,  
delicate swirl of a galaxy like the Milky Way  
or Andromeda.

By scanning hundreds of galaxies that exist-
ed just a few billion years after the big bang, 
however, a group of astronomers has turned up 
a diamond in the cosmic rough. The researchers 
found a rare early galaxy with pronounced spiral 
arms, which they reported in the July 19 Nature. 
(Scientific American is part of Nature Publishing 
Group.) And that galaxy’s unique circumstances 
may help explain why spirals are so infrequent 
at that epoch. The newfound galaxy, known as 
BX 442, was identified in Hubble images as a 
spiral that existed three billion years after the 
big bang. It appears to fit the bill for a variety 
called a grand-design spiral, in which pro-
nounced spiral arms lend a well-defined shape 
to the galaxy’s disk of stars.

Spirals are common in the modern universe, 
but as astronomers gaze across the cosmos at 
objects farther and farther away—and hence 
further and further back in time—spiral struc-
ture starts to peter out. Instead of orderly swirls, 

astronomers see lumpy, blobby galaxies going 
through the cosmic equivalent of an awkward 
phase. But somehow a regular spiral structure 
was imprinted on BX 442, perhaps by a recent 
grazing encounter with a much smaller galaxy. 
“What seems to set it apart, as best as we can 
tell, is that it has this little companion galaxy off 
to the side,” says lead study author David Law, 
an astrophysicist at the University of Toronto. If 
the companion galaxy were the trigger, the spi-
ral arms would “probably fade away within 
about 100 million years or so,” Law says. The 
transitory nature of a spiral structure at that  
epoch could explain why spirals are so rare.

 BX 442 could have also generated its own 
spiral structure without a nudge from its neigh-
bor. Clumps of stars and gas within a galaxy can 
cause spirals to form, and BX 442 appears to 
contain at least one large clump along one of  
its spiral arms. 

It may be that numerous different mecha-
nisms can shape a spiral galaxy. Many more ex-
amples from different cosmic epochs should be 
accessible for study once next-generation ob-
servatories, such as NASA’s James Webb Space 
Telescope, come online.  —John Matson 

In an Aesop fable,  a thirsty crow wanting to drink from 
a pitcher must first raise the water level, so he drops 
pebbles in the container. In real life, the Eurasian jay 
can perform the same task. But just how smart is it?

Researchers challenged jays and human children 
with puzzles like the one in the fable. And until the 
kids reached the age of eight, their results were similar 
to the birds’. The study appeared in July in PLoS ONE. 

In one test, a prize was put in a tube of either water or sawdust. About half the birds needed multiple 
trials to learn that dropping stones into the liquid, but not the dust, lifted the reward up to within reach.

When children between four and seven were faced with the same test, they learned in a similar 
fashion, taking about five trials to realize that the token in the water tube could be retrieved—although 
they did pick up the task faster than the birds. Older children learned more quickly, and those aged 
eight or older solved it the first time they tried.  —Sophie Bushwick

PSYCHOLOGY

Bird Brains
Until the age of eight, kids 
are little better than jays at 
solving a common puzzle 

ARTIST’S 
 rendering of 
galaxy BX 442

© 2012 Scientific American
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Seeing in the Rain
Novel headlights illuminate  
the road, even in bad weather

Drive through pounding rain or a 
snowstorm at night, and you will no
tice that your headlights illuminate 
the drops or flakes more than they 
shed light on the road ahead. New 
“smart” headlights may reduce this 
hazard by shining light into the spaces 
between the precipitation. 

The headlight is actually an array of 
bulbs, and the key to its success is that 
even a sheet of heavy rain is mostly 
empty space. The system was designed 
by Carnegie Mellon University’s Srini
vasa Narasimhan and his colleagues at 
institutions including Texas Instru
ments and France’s MINES ParisTech. 
It uses a digital camera to track the mo
tion of individual raindrops or snow
flakes and applies a computer algo
rithm to predict where each bit of pre
cipitation will be a few milliseconds 
later. It then deactivates bulbs that 
would otherwise illuminate the drops 
or flakes in their predicted positions.

The camera captures an image every 
eight milliseconds and adjusts the 
bulbs in the headlamp within 13 milli
seconds. Narasimhan claims it reduces 
the visibility of rain four meters away 
by about 70 percent when a car is mov
ing at 30 kilometers per hour, and he 
plans to test the system in cars travel ing 
at least 95 kilometers per hour. The 
researchers are developing quicker 
ways of transferring information from 
the camera to the headlight, but it will 
likely be another two or three years 
before his smart system is ready for 
the road.  —Larry Greenemeier

Illustrations by Thomas Fuchs

© 2012 Scientific American © 2012 Scientific American
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The Art of Fishing
Ancient mosaics help scientists track  
grouper populations

A few years ago Paolo Guidetti was leaf-
ing through a book on ancient art when 
he came across a Roman mosaic showing 
a man’s legs dangling from the mouth of 
an enormous fish. Struck by the picture, 
Guidetti, a biologist at the University of 
Salento in Italy, recognized the fish as 
one that he studies: the dusky grouper. 

Today fishers would be hard-pressed 
to find a dusky grouper that large and so 
close to the sea’s surface. The fish, found 
throughout the Mediterranean, are 
endangered. While they can grow to a 
length of more than four feet and a weight 
of 100 pounds, most are much smaller, 
and at sites where fishing pressures are 
highest they occupy waters too deep  

to leap out and  
eat anyone. 

To help group-
ers recover, fish er-
ies managers have 
established ma rine 
reserves throughout 
the Mediterranean. Evidence suggests 
the reserves are working: group ers are 
becoming more common at a variety  
of depths, and they are generally  
larger. Yet Guidetti and Fiorenza Micheli,  
a biologist at Stanford University,  
wanted to have a more accu rate sense  
of the grouper’s historical abundance.  
To determine just how far recovery  
efforts had to go, it would be better to 

know how the fish had fared thousands 
of years ago. 

But how to do that? Thousand-year-
old data are hard to come by, so Guidetti 
and Micheli turned to the mosaics that 
had first caught Guidetti’s eye. They 
looked in museums and books. They 
spread the word among other biologists. 
It took a couple of years, but they were 
able to cobble together 73 Etruscan, 

Greek and Roman mosaics from 
between the first and fifth centuries 
that showed fish or fishing scenes.  
Of those, 23 had groupers. 

 “Using the mosaics, we were able 
to assess how big groupers used to be 
and how they were caught,” Micheli 
says. What they saw surprised them. 
In some mosaics, fishers used nets 
and harpoons to catch groupers at  
the water’s surface—techniques that 
would never work today. Others 
showed groupers so large that they 
more than justified their historical 
reputation as sea monsters. “It 
suggested that groupers were consid-
er ably more common and accessible 
than anyone had thought,” says 
Micheli, whose findings were pub-
lished late last year in Frontiers in 
Ecology and the Environment.

Artistic license and a fisher’s pen-
chant for exaggeration aside, Guidetti 
and Micheli argue that older, extra-
scientific sources can aid in calibrat-
ing conservation and management 
aims. “For these types of questions, 
we must be willing to consider the 
importance of less quantitative, more 
anecdotal evi dence,” Micheli says. 
“We wanted to emphasize art as a 
form of information.”  —Eric Wagner

GREAT CATCH: A fourth-century Roman mosaic with groupers.

© 2012 Scientific American
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Underwater ghost: Russian marine biologist and deep-sea photographer Alexander Semenov captured 
this image of Caprella septentrionalis, also known as the “ghost” or “skeleton” shrimp. The species, which  
can grow up to 3.2 centimeters long, spends most of its time attached to sea grasses, filter feeding on the 
microscopic scraps that float by. But when it has to get somewhere, it moves with a measured, high-arching 
gait similar to that of an inchworm.  —Becky Crew

$70,000
$44,000: Average amount that 10 European countries,  

including Sweden, Germany and France, spend on cancer care per case

11.1:  Average survival, in years, of an American patient diagnosed with cancer

9.3: Average survival, in years, of a patient diagnosed with cancer  
in one of the same 10 European countries

Amount the U.S. 
spends on cancer 
care per case

© 2012 Scientific American
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SCIENTIST IN THE FIELD

Coding Her Way to the Top
This year’s Google Science Fair winner talks about how she’s helping doctors detect breast cancer  
less invasively and why more girls don’t go into computer science

How did you feel when you heard you had won not only 
your age category but also the grand prize at the July 23 
awards ceremony?
 I was just so excited. It was a surreal experience walking up there. I don’t 
even know how I got up there.

Tell me about your project.
 I taught the computer how to diagnose breast cancer so it could 
determine whether a breast mass is malignant or benign. I did this 
because currently the least invasive form of biopsy, known as 
a fine-needle aspirate, is actually the least conclusive. So 
a lot of doctors can’t use it.

I created an artificial neural network, which is a 
type of program that learns based on its experiences 
and mistakes, so it classifies problems that are far 
too complex for humans to classify. Then I fed 
information into the neural network from a database 
of fine-needle aspirates.

Currently the network is 99.1 percent sensitive to 
malignancies, and I ran 7.6 million trials and proved that, 
as I get more data, the success rate increases and the 
inconclusivity rate decreases, so I think with more data it will prove 
to be hospital ready.

What inspired your project?
 In the seventh grade I grew fascinated by artificial intelligence, which I 
came across while working on a school project. I went home that night,  
and I bought a computer programming book and, with no experience, 
decided that was what I was going to do with the rest of my life.

Computer science is one area where men still outnumber 
women. Why do you think that’s the case?
 I think sometimes there’s a stereotype around computer science, that it’s 
just video game development, and more boys are hard-core game 
developers than girls. But you have to realize it’s our Web sites, our 
Google tools, it’s our Facebook, and I think that you could reach girls 
more if you could appeal to what they’re using computer science for.

But also I think we’ve come a long way. More girls are getting 
interested in science, and I know it used to be that girls weren’t 

encouraged, but I’ve never felt like I couldn’t go into science, 
like I was being discriminated against because I was a girl.

Have you decided what career path you’d 
like to pursue?
 I want to be on the frontier of cancer research, 
finding the cures that are going to save lives and 
doing things with computer science that can be  

the technologies of the future. I also want to be  
a pediatric oncologist, so I hope to intertwine my 

passions for research, computer science and patient care 
in the future.

What are the next steps for your project?
 It will take a long time, but I hope to scale it up and bring it into hospitals. 
I put my neural network into the cloud because the cloud is this 
amazing, elastic entity that allows for a million hospitals to access it 
tomorrow if they want and to provide feedback. I’m so happy to have 
won the Google Science Fair because it will give me a new platform, 
and people will take me more seriously.  —Anna Kuchment

name 
 Brittany Wenger
title 
 High school senior
location 
 Lakewood Ranch, 
Fla. 

P R O F I L E 

WINNING: 
 Wenger demon-
strates her project 
at July’s Google Sci-
ence Fair in Moun-
tain View, Calif. 
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PAT E N T  WAT C H 

Wide angle substantially nondistorting mirror: Every passenger’s side mirror carries a warning that 
objects “are closer than they appear” because the curved surface designed to give drivers a wider field of view ends 
up distorting distance. But U.S. regulations require the driver’s side mirror to be flat because depth perception was 
judged to be more important than field of view at that location. The result is a blind spot just beyond the driver’s left 
shoulder. While working on a way to give soccer-playing robots a 360-degree view, R. Andrew Hicks, a math e ma tic-
ian at Drexel University, figured out how a small mirror could reflect a wide view without distortion. That work 
inspired him to create a blind spot–free driver’s side mirror.

After years of algorithm tweaking, Hicks came up with 
patent No. 8,180,606, which describes a driver’s side mirror with 
a field of view of at least 45 degrees, as compared with current 
mirrors that reflect only 15 to 17 degrees. 

Hicks’s algorithm employs thousands of calculations to create  
a “weird wavy surface,” which bounces each ray of light toward the 
driver in just the right way, he says. The curves are subtle, however, 
and the mirror appears smooth. Manufacturers only recently devel-
oped the technology to shape this kind of free-form surface. Before 
companies roll out vehicles with the updated mirror, regulations 
will need to change, but the new accessory could debut as an 
aftermarket add-on in the next few years.  —Marissa Fessenden

PHYSICS

A “Just Right” 
Guitar
A 68-millimeter-thick instrument 
produces the best-quality sound 

Kazutaka Itako, an electrical engineer at 
the Kanagawa Institute of Technology in 
Japan, has played the guitar since he was 
six years old. Satoshi Itako, who has a 
master’s degree in electrical engineering, 
works as a guitar fabricator. Together the 
brothers have been investigating the opti-
mal shape for guitars.

Experts have settled many questions 
relating to the best shape for violins, but 
far less research has been done on guitars. 
The Itakos’ preliminary work, presented 
in May at the Acoustics 2012 conference 
in Hong Kong, looks at one variable: gui-
tar depth. They crafted four nearly identi-
cal instruments, ranging from 58 to 98 
millimeters deep. 

The Itako brothers tested the tonal 
quality and harmonics of four guitars, 

while a performer played open strings 
with two different strumming styles, us-
ing both objective and subjective mea-
sures. With an oscilloscope, they mea-
sured the harmonics, integral multiples  
of a fundamental tone. (A pure wave has 
only one frequency, yet it sounds sterile 
and artificial. The more harmonics, the 
richer the sound quality.) In addition,  
nine musically trained listeners evaluated 
the guitars.

The 68-mm-thick guitar included the 
richest combination of harmonics, and six 
of the nine listeners rated it as having the 
best tone quality. The Itakos are now mov-
ing on to the question of how the size of 
the sound hole alters the guitar’s tone.  
After that, they plan to determine whether 
a synthetic material, such as fiberglass, 
could make instruments that are just as 
sonorous as wood versions, which are 
time-consuming and finicky to make. The 
Itakos’ goal is to identify ideal dimensions 
and materials for a high-quality subprofes-
sional instrument, which would allow 
more amateur strummers to buy good gui-
tars at affordable prices.  —Evelyn Lamb
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Stuff That Designs Itself
Self-assembling nanoparticles may be key to new materials 

Like cheerleaders forming a human pyramid, particles, 
too, can assemble themselves into intricate patterns. 
In a new study, researchers at the University of 
Michigan found that an object’s shape greatly 
affects how it responds to crowding and that, 
with a properly designed shape, tiny material 
building blocks known as nanoparticles could 
self-assemble into predictable larger structures 
simply by being forced to share space with 
neighbors. The study, which appeared in the July 27 
Science, could help researchers design new materials. 

The investigators ran computer simulations of 145 
different particles having idealized polyhedral shapes. (A polyhedron 
is a solid formed by planar faces.) When packed closely with identically 
shaped particles, most of those polyhedrons assembled into a crystal 
lattice or a crystal-like arrangement. Study co-author Sharon Glotzer,  
a Michigan professor of chemical engineering, materials science and 
physics, and her colleagues had previously found that some particle 
shapes naturally self-assemble. Yet the new simulations showed  

that such behavior is the rule, not the exception. 
Moreover, some of the shapes displayed an 

impressively coordinated assembly process.  
A pyramid shape with a square base joined into 
“supercubes” of six pyramids apiece, which then 
formed a larger cubic lattice. The researchers also 
found that the collective behavior of a given particle 
type is far from random. In fact, two numbers all 

but foretell the outcome. A number called the 
isoperimetric quotient, which roughly captures a 

particle’s shape, and a measure called the coordination 
number, which describes how many neighbors a particle has, 

predicted 94 percent of the time which crystalline form a polyhedron 
would take. The relation between shape and self-assembly could be used 
to tailor nanoparticles to exhibit a specific collective behavior. 

“This is sort of a holy grail of materials research: to just look at a 
building block and be able to say, ‘Oh yes, I know all the kinds of crystal 
structure that would be stable with this,’” Glotzer says. “This study 
allows us to take a first step in that direction.”  —John Matson
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Underground Network
Plants have microbiomes, too 

To human eyes, the soil may look like a brown layer of plant mush 
that fits into the rocks, but it is actually a highly complex living envi-
ronment. Not only must the bacteria that live within it share their 
space with small animals, protozoa and fungi, but they also must work 
around giant complexes of tree roots. These roots are not just static 
objects but take an active part in shaping the microbial communities 
around them.

As an ex-biochemist, I am used to the idea of studying plant-microbe 
interactions by exploring only one plant and one microbe, so I was fasci-
nated by recent research at the University of North Carolina at Chapel 
Hill and other institutions that looked at entire microbial ecosystems. 
Researchers collected two types of soil from different locations and grew 
samples of the plant Arabidopsis thaliana in each one. They then collect-
ed soil that had grown around the roots and looked at the bacterial spe-
cies within that soil, as well as the bacterial species growing within the 
roots themselves. Collaboration with a next-generation sequencing 
team allowed them to identify the various bacterial species present. 

They found that a subset of all the bacteria in each soil was found clus-
tered around the roots, and an even smaller subset was allowed inside. 
Examining the bacteria inside each plant revealed a core microbiome 
common to all the plants as well as a separate set of bacteria that 
plants recruited depending on soil type.

Because bacteria help to provide nourishment for plants, such infor-
mation might help investigators find ways to tweak plant-bacteria inter-
actions in ways that enable vegetation to grow and possibly even thrive 
in nutrient-poor soils. —S. E. Gould 

Adapted from the Lab Rat blog at blogs.ScientificAmerican.com/lab-rat

PHYSICS

Urge to Merge
Upgraded detectors may soon “see”  
colliding black holes 

In his 1994 book Black Holes and 
Time Warps, physicist Kip Thorne 
wrote of the tantalizing discoveries 
to come in the 21st century. In 
particular, the existence of gravi
tational waves—ripples in the fabric 
of space and time—might soon 
graduate from theoretical predic
tion to known fact. And those waves 
could carry allimportant hints 
about their origins in the motion  
or collision of extremely massive 
objects. 

“Gravitationalwave detectors 
will soon bring us observational 
maps of black holes, and the 
symphonic sounds of black holes 
colliding—symphonies filled with 
rich, new information about how 

warped spacetime behaves when 
wildly vibrating,” Thorne wrote.

That time is nearly upon us, he 
now believes. The California Institute 
of Technology theorist writes in the 
August 3 issue of Science that in five 
years’ time, ongoing upgrades to 
the world’s leading gravitational
wave observatories will make those 
instruments sensitive enough to 
detect the waves, which would 
provide yet another confirmation  
of Einstein’s general theory of 
relativity. The detection would also 
open up a new regime for studying 
black holes, those cosmic gluttons 
whose gravitational pull is so strong 
that it forms a oneway funnel into 
their maw.

As of now, astrophysicists can 
only infer the presence of a black 
hole by monitoring the environs 
around the putative object. In the 
case of Sagittarius A*, in the center 
of our own Milky Way galaxy, for in
stance, astronomers can see flares 
of radiation emanating from the 
black hole’s location, caused by in
falling material heating up and radi
ating outside the event horizon. 
Stars at the galactic center betray 
the presence of Sagittarius A* as 
well—their orbits point to the exis
tence of a nearby compact object 
with the mass of four million suns.

The strong gravitationalwave 
signature expected from merging 
black holes would carry a wealth of 
information both about the objects 
involved and about their cataclys
mic interaction. 

Two major gravitationalwave 
detector projects have been on the 
lookout for these spacetime ripples, 
but so far the search has not pro

duced any results. Both the Laser 
Interferometer GravitationalWave 
Observatory (LIGO) and the Virgo 
observatory are Lshaped instru
ments with extremely long arms—
four kilometers for the two LIGO facil
ities in Washington and Louisiana and 
three kilometers for Italy’s Virgo. They 
rely on longbaseline interferometry, 
firing lasers down the perpendicular 
arms to see if one direction has been 
stretched or compressed relative to 
the other by a passing gravitational 
wave. “The advanced LIGO and ad
vanced Virgo interferometers are 
now being installed and by 2017 
should reach sensitivities at which 
blackhole mergers are observed,” 
Thorne writes. Sounds like the race 
is on to detect gravitational waves, 
one of the biggest prizes in physics.  
 —John Matson

Adapted from the Observations blog 
at blogs.ScientificAmerican.com/
observations

Best of the Blogs

BACTERIA  
(in green) on  
the surface of an  
Arabidopsis root.
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Deborah Franklin is based in San Francisco 
and has reported on science and medicine  
for NPR, the New York Times, Fortune and 
Health Magazine.

Drug Detectives
Physicians struggle to curb the growing 
number of lethal overdoses

The two young men who showed up retching and wild-eyed in 
an emergency room in Portland, Ore., last summer insisted they 
had swallowed nothing but an ordinary soft drink before one 
collapsed. Yet their odd coloring suggested otherwise. Fifteen 
minutes after they had downed the drink, their lips and skin 
turned a startling blue. Their blood was as dark as chocolate.

Eventually one of the men confessed: they had spiked their 
soda with a bitter liquid they bought online. They meant to or-
der “2C-E,” a man-made hallucinogen that they heard was sim-
ilar to Ecstasy or LSD. What they received instead from a chem-
ical company in China was aniline, an industrial solvent that 
ruptured their red blood cells, starved their tissues for oxygen 
and nearly killed them. Whether the substitution was their 
mistake or the company’s, no one knew. “For quite a while after 
they got to the ER,” says Zane Horowitz, medical director of the 
Oregon Poison Center, “we didn’t know what exactly they had 
taken, and neither did they.”

Horowitz and other toxicologists say the range of legal and 
illegal drugs now available to anyone with a credit card or well-
stocked family medicine chest is broader and, in some ways, 
more dangerous than ever before. Bored teens seeking the lat-
est high are only part of the problem. Patients who double 
down on long-acting prescription narcotics or mix some medi-
cines with one another or with alcohol are vulnerable, too. The 
escalating death toll from drug use in the U.S. is startling, as a 
recent overview from the Centers for Disease Control and Pre-
vention has confirmed. Accidental poisoning has now replaced 
car crashes as the nation’s leading cause of fatal injury, and 89 
percent of those poisonings result from drugs.

The magnitude of the problem has legislators, doctors and 
public health experts searching for solutions. Last July, Presi-
dent Barack Obama signed into law the Synthetic Drug Abuse 
Prevention Act of 2012, nationally outlawing the manufacture, 
sale and possession of 2C-E and 25 other “designer” recreation-
al drugs. To try to rein in prescription drug abuse, at least 49 
states have authorized funding for electronic databases that ul-
timately aim to identify physicians who overprescribe narcot-
ics, as well as addicts who “doctor shop” to load up on pain re-
lievers or stimulants.

Meanwhile medical toxicologists have surprising advice for 
emergency room teams treating overdoses: rely less on stan-

dard blood and urine tests when trying to identify drugs of 
abuse because those lab tests can be grossly misleading. In-
stead, these medical sleuths say, asking sharper questions will 
likely save more patients.

NEW NARCOTICS 
despite the recent increase in deaths from designer drugs—
recreational compounds that are chemically tweaked to stay 
ahead of the law—a less exotic threat accounts for the most 
common type of drug poisoning. In the most recent analysis of 
all overdose deaths in the U.S., more than 40 percent involved 
prescription narcotics. Sales of these strong painkillers, includ-
ing oxycodone, hydrocodone and methadone, have climbed, 
too, jumping by 300 percent between 1998 and 2008, according 
to the CDC, as doctors have prioritized alleviating the severe 
pain of cancer, surgery and serious injury.

In the past decade research has firmly demonstrated that a 
short course of prescription narcotics can safely reduce suffer-
ing. But the abuse of these potentially addictive drugs, alone or 
in combination, is particularly deadly. A 2008 study in the 
Journal of the American Medical Association profiled the prob-
lem in West Virginia: 56 percent of 275 people who overdosed 
on prescription narcotics had not been prescribed the medica-
tion that killed them. Another 21 percent had received prescrip-
tions for narcotics from five or more doctors in the year before 
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they died, a pattern that suggests they 
had doctor shopped to obtain more pills 
than any one physician would supply. Na-
tional statistics underscore the risk: legal 
narcotics now kill more people every year 
than heroin and cocaine combined.

Not only are prescription narcotics 
more widely available than ever before, 
some also stay in the body longer. High-
dose, extended-release pills are conve-
nient for patients seeking uninterrupted 
relief from severe pain throughout the 
night, for example, but they also make 
overdose more likely if taken incorrectly. 
Some recreational abusers pulverize long-
acting 60-milligram pills of oxycodone to 
snort or smoke it, thereby sending a po-
tentially toxic quantity into the blood-
stream all at once. 

Well-meaning pain patients run afoul 
of the pills, too. “I get patients who tell 
me, ‘I ran out of my medicine, so my 
neighbor gave me some of his,’ ” Horo-
witz says. “But it turned out the neighbor 
was taking a much higher dose.” 

The greater availability of prescription drugs also makes it 
dangerously easy to mix medications. In the JAMA overdose 
study, nearly 80 percent of those who died were on a medley of 
drugs that usually included benzodiazepines (commonly pre-
scribed for anxiety or insomnia) and had sometimes imbibed 
alcohol as well. That pattern of mixing often bespeaks an un-
derlying addiction, the researchers say. In high-enough doses, 
each of those drugs can slow breathing, and the combination is 
particularly dangerous, says Jane Prosser, an emergency medi-
cine physician at Weill Cornell Medical Center in New York 
City. “This is one of those cases where one plus one equals four.”

An overdose in an older patient, who is more likely to be un-
dergoing treatment for multiple chronic conditions, can be es-
pecially tough to diagnose in the emergency room, Prosser 
says. “A confused elderly person comes to the ER and says, ‘I 
feel very weak and dizzy.’ Is that their cancer? The chemo? The 
pain meds? The fact that they’re dehydrated because they’ve 
been vomiting and have diarrhea? It can be very hard to tell.”

WHEN LAB TESTS GO WRONG
although advanced analytical techniques can selectively iden-
tify any drug, they are too expensive and slow to be useful in a 
medical emergency, says Mark B. Mycyk, a medical toxicologist 
at John H. Stroger, Jr., Hospital of Cook County in Chicago. And 
the standard panels of quicker screening tests for drugs in 
blood and urine have not kept up with shifts in the types of 
drugs people abuse. 

“Those core [toxicology] screens were developed for the war 
on drugs in the workplace in the mid-1970s and are designed 
mostly to pick up heroin, cocaine and marijuana use,” Mycyk 
says. The tests will not detect the increasing number of barely 
legal or illegal recreational drugs such as 2C-E that come in 

many slightly rejiggered versions be-
cause of creative chemists looking to 
make a buck. Even many legitimate med-
icines, including the antianxiety pills 
Ativan and Xanax and the painkillers 
methadone and oxycodone, do not show 
up on the standard hospital drug-screen-
ing tests. Relying on lab results, Prosser 
says, can, in this case, foil diagnosis and 
misguide treatment. 

Say a man addicted to methadone 
comes into the emergency room uncon-
scious after also taking a hefty dose of 
Xanax. The doctor, trying to figure out 
why the patient is unconscious, screens 
his urine for sedating narcotics. The re-
sults come back negative because the 
screen will pick up neither methadone 
nor Xanax. Misled by the test results, the 
doctor does not prescribe a medicine that 
would blunt symptoms of withdrawal as 
the narcotic wears off—and that decision 
has fatal consequences. “Suddenly [the 
patient] starts vomiting from opiate with-

drawal but doesn’t wake up, because he has OD’d on benzodiaze-
pines,” Prosser says. Inhaling that vomit could kill him.

Improved testing is not necessarily the answer, Mycyk says. 
When time is critical, taking note of a telltale constellation of 
symptoms typically triggered by a certain class of drugs—and 
treating those symptoms—makes more sense than waiting for 
chemical confirmation.

Federal organizations have started to work on solutions as 
well. Last July the Food and Drug Administration began requiring 
drug companies to start educating doctors about the special risks 
of such prescription drugs. The CDC has called on states to consid-
er monitoring Medicaid or workers’ compensation claims “for 
signs of inappropriate use of controlled prescription drugs.” To 
help reduce doctor shopping, the CDC says, these state programs 
might in some cases consider restricting reimbursement for con-
trolled drugs to scripts that come through only one designated 
prescriber per patient and one designated pharmacy. 

Mycyk has started telling the ER physicians he trains that 
they might save more lives by asking more specific questions 
than the ones they learned to ask in medical school. “Don’t ask, 
‘Do you abuse illegal drugs?’ ” he says. “Most of the drugs peo-
ple are using today are not illegal. A lot of them are overdosing 
on drugs that were prescribed by their doctor.” 

Instead, Mycyk says, asking questions such as “Have you 
ever gotten high on cough syrup?” or “Have you ever taken a 
friend’s or relative’s pills?” will put you on the right track to 
more helpful responses. “Most [patients] will do all they can to 
help you,” he says. “In most cases, landing in the ER was an ac-
cident. They don’t want to die.” 
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Rising Death Toll
Deaths per 100,000 (U.S.)

POISONING is now the leading cause 
of death from injuries in the U.S., surpass-
ing car crashes. Nearly nine out of 10  
of those fatal poisonings are caused by  
medicinal or recreational drugs.
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Illustration by Nick Stokes

Rent Out Your 
Hot Button
Want to save money and prevent  
power outages? Get your thermostat  
a digital remote control

This is a story about technology, science and goodwill coming 
together in a way that benefits everybody and costs nobody. 
Sound improbable? Well, it gets better. The architect of this ar-
rangement is, if you can believe it, a municipal utility.

It’s Con Edison—New York City’s electric company.
Con Ed is offering its customers an Internet-connected ther-

mostat. It’s smart, simple—and you can control it online or via  
a smartphone.

For example, you can adjust your home’s heat or air-condi-
tioning as you return from a trip to make it comfortable when 
you arrive. Or if you forget to turn off the AC, you can do it with a 
couple of taps on your phone.

You don’t even need home Internet service for this setup. The 
thermostat communicates with the Internet on a frequency re-
served for those old pocket pagers. Sneaky!

But what if, like most New Yorkers, you have a window air 
conditioner instead of central air?

For you, Con Ed offers a new kind of thermostat. This smart 
AC kit, from a company called ThinkEco, resembles a short exten-
sion cord. Once you plug your AC into it, you can use the included 
remote control within your apartment. (The remote also mea-
sures room temperature.) In addition, the kit comes with a USB 
transmitter stick that plugs into your computer and borrows its 
Internet connection for the air conditioner’s use. This allows you 
to program your window unit from a Web site or a phone app.

The best part, though, is that all of this is free. Actually it’s bet-
ter than free: sign up and use either of these thermostats, and 
Con Ed also gives you a $25 gift card.

Have they lost their ever loving minds?
Not quite. It turns out that there’s a beautiful catch.
You’re not the only one who will have control over your AC. 

During what industry insiders call “peak usage events”—the most 
sizzling hot days—Con Ed can dial back your AC from its office.

Yes, it sounds like Big Brother is warming you, but it’s not as 
bad as it sounds. Con Ed adjusts your temperature by only two or 
three degrees. (And last year it did so only twice.) Plus, it warns 
you in advance by phone, e-mail or text message. Most reassuring-
ly, you can override the override. If you don’t like how Con Ed 
tweaked your temp, you can dial it right back again.

Isn’t Con Ed in the business of selling electricity? Why would 
it go to such lengths to get you to consume less of it?

Imagine if thousands of customers installed these thermostats. 
If Con Ed can throttle back their AC en masse, even just a notch 
or two, New York might avoid a brownout or a blackout. 

For Con Ed, there’s a bigger payoff: infrastructure cost savings. 
As the population grows and demand rises, Con Ed has to install 
more equipment. More substations, more cables. If Con Ed can 
delay those expenditures by two or three years, this free-thermo-
stat program will have been a shrewd investment.

Con Ed and other utilities have offered similar deals to com-
mercial customers for years. “During a demand-response event, 
we can take one or two elevators out of service,” says Con Ed’s 
Adrianne Ortizo, who runs these programs. “We can turn down 
common-area lighting. If the HVAC is connected, we can also cy-
cle those systems on and off.” In exchange, building managers 
enjoy discounts for power and equipment.

Yet bringing this offer to individuals is an overwhelmingly 
powerful idea. Cutting back on power improves air quality. The 
utility delays those huge capital expenditures. The city avoids a 
blackout. And you get a cool-looking thermostat you can control 
with a free app.

Now, there are six million air conditioners in Con Ed’s territory. 
So far 23,000 customers have signed up for the thermostat; Con 
Ed aims to distribute 10,000 more this year. Together they could 
save five megawatts—on a day when the city typically consumes 
13,000 megawatts. That’s the tiniest drop in a very big bucket.

But never mind. Every great idea has to start somewhere. 
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A MEASURE OF THE CREATIVITY OF 
A NATION IS HOW WELL IT WORKS 
WITH THOSE BEYOND ITS BORDERS  
By John Sexton

W
hen mikhail gorbachev freed andrei sakharov to travel to the u.s., one of 
the Russian nuclear physicist’s first stops was the New York Academy of  
Sciences. Members of the academy’s Board of Governors at that time, in 1988, 
had been leaders in mobilizing the scientific community to fight for Sakha
rov’s freedom, and Sakharov wanted to extend his thanks for all their efforts. 

The story shows how much the world 
has changed—particularly the scientific 
world—in the past quarter of a century. 
At the time of Sakharov’s release, only a 
handful of countries pursued serious sci
entific research, and still fewer permitted 
scientific study independent of state in
terests. Researchers, to the extent that 
their work required them to collaborate 
with colleagues beyond national borders, 
had to scale high boundaries to do so. To
day things are quite different.

Globalization (which I sometimes call 
“planetization” to signal a phenomenon 
more comprehensive than “globalization” 
denotes for some) is a defining character
istic of this era in human history. It is not 
new. In 2004 historian John Coatsworth 
described globalization as “what happens 
when the movement of people, goods, or 
ideas among countries and regions accel
erates,” and that process has been carry
ing on in one form or another since mod
ern humans first ventured out of Africa. 
Something different is happening now, 

however: the world is miniaturizing. It is 
no longer possible to keep out the eco
nomic, political, cultural or intellectual ef
fects of actions taken in distant lands. 
Global society operates as a network of 
creativity and innovation, with a set of 
“idea capitals” forming the principal 
nodes of this network. If in the Italian Re
naissance, the talent class moved among 
Milan, Venice, Florence and Rome, today 
our most creative and innovative citizens 
move easily among Silicon Valley, Shang
hai, London and New York City. 

From Aristotle to Stephen Hawking, 
scientists always have sought to operate 
beyond sovereignty; indeed, science inher
ently resists the confinement of boundar
ies. Copernicus’s theories of the solar sys
tem led to Galileo’s astronomical dis cov 
eries, which paved the way for Newton’s 
theory of universal gravitation. Remem
ber, however, that these intimately related 
break throughs occurred over a span of 
centuries. For most of history the develop
ment of scientific understanding was 

steady but slow, a function of the physical 
distance between scientists, restricted ed
ucational opportunity, lack of resources 
and political interference. Today the pace 
of innovation has accelerated drastically. 

Indicators of research activity bear wit
ness to an explosion of scientific capacity 
and a strong trend toward international 
collaboration. Consider these statistics: in 
1996 about 25 percent of scientific articles 
were written by authors from two or more 
countries; today the number is more than 
35 percent. The share of publications pro
duced by American scientists in collabo
ration with scientists from other coun
tries increased from 16 percent in 2006 to 

TOGETHERNESS: This circular graph 
shows collaboration among the 25 nations 
with the largest science output, as mea-
sured in scientific papers that appeared 
in 2011 in a select group of journals. Not 
included are collaborations that took 
place inside each country.   
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30 percent in 2008. In 2008 Chinese sci
entists were publishing almost six times 
as many scholarly articles as they did in 
1996; today about 10 percent of the world’s 
articles come out of China. In 1989 South 
Korea did not rank in the top 10 countries 
filing patent registrations at the U.S. Pat
ent and Trademark Office. Now it ranks 
third. Since 1995 Turkey has increased its 
R&D spending by nearly six times and the 
number of researchers by 43 percent. The 
list goes on, and all the numbers lead back 
to the simple fact that there has been a 
seismic change in the scope and reach of 
scientific research across national bound
aries and within countries not previously 
represented in major science.

Although the life of the scientist may 
not be consciously global, the enterprise 
of science is permeated by globalization 
in several distinct forms. The base of it—
and a good part of the substance of it—is 
so eminently simple that it could go unno
ticed: the speed and ease with which we 
now communicate have so accelerated the 
flow of ideas that the scientific enterprise 
is more interconnected than ever before. 
And while this greater connectivity has 
not altered the basic quest—the pursuit of 
knowledge and the advancement of hu
mankind—the increased globalization of 
scientific research has created a more 
open intellectual ecosystem that draws 
more smart people into the conversation.

For instance, one great recent advance 
in the fight against malaria is a drug called 
artemisinin. Just last September the Lask
erDeBakey Clinical Medical Research 
Award was given to one of the Chinese sci
entists who led the development of this 
drug. Artemisinin, however, was actually 
discovered in China around 40 years ago 
at the personal request of Chairman Mao 
Tsetung, who was seeking to help North 
Vietnam in its war with the U.S. The isola
tion of China and its scientists delayed the 
worldwide awareness of this crucial dis
covery by seven years—and delayed its 
availability many years beyond that. And 
in the 1940s GermanAmerican biophysi
cist Max Delbruck and Italian microbiolo
gist Salvador Luria collaborated on their 
famous experiment showing that bacteri
al resistance to viruses is genetically in
herited. This was profound work, and 
they communicated through the most re

liable, effective collaborative tool of their 
day: the post office.  

Today, through the Internet and social 
media, we understand community in a 
different way; we are more accustomed to 
coming into intellectual contact with 
strangers, we are able to expand the pool 
of talent in new and more successful ways, 
and we have much deeper relationships 
with our collaborators. The scientific de
scendants of these stories most likely use 
Skype, Facebook or shared networks—or a 
combination of all three. The volume of 
data is far more rapid; more colleagues—
even nonscientists—are part of the con
versation; and the volume of data able to 
be collected, reviewed and processed is 
comparatively massive. These differences 
redefine the concept of collaboration and 
colleagueship. New York University sci
entists in mathematics and neuroscience 
at the New York campus work nearly as 
closely with their colleagues at our cam
puses in Shanghai and Abu Dhabi as they 
do with their colleagues down the corri
dor, and they share results from the most 
advanced equipment across campuses.

As a result of interconnectedness, loca
tion matters less than ever before. A study 
of how people process language different
ly is necessarily made more robust by be
ing conducted in multiple locations. Re
searchers based in New York City can 
pursue a study that requires a highly sen
sitive device for measuring magnetic 
fields of the brain—despite the potentially 
disruptive effect of the subway system—by 
locating the device in another country. No 
matter what the specific project, scientists 
in multiple locations around the world 
can overcome the restraints of the work
day. Researchers are extraordinarily hard
working, often visiting their laboratories 
at night or forgoing vacations while an ex
periment is being conducted. By operat
ing labs in different time zones, the con
straints of time can be overcome, work 
can continue around the clock and results 
can be produced more quickly. Increasing
ly, teams of scientists are using the world’s 
time zones to make their work easier.

The ability to communicate faster re
gardless of distance has profoundly al
tered the research agenda. Topics have 
surfaced that heretofore had not existed 
or had not been examined. This category 

includes climate change, food security 
and humanitarian issues such as water 
engineering and tropical illnesses. On a 
sovereign national research agenda, these 
areas might receive second or thirdtier 
attention; however, they are top priorities 
on a global research agenda. Thus, it is not 
simply that the speed and ease of rapid 
communication have made the creation of 
international research teams easier; it 
also is that the creation of those teams has 
shaped the questions asked, thus bringing 
humankind’s interconnected challenges 
to the foreground of scientific attention.

To pursue many of these research proj
ects in the most expeditious way, there is 
no substitute for true global study. Ocean 
sea levels and the pressing challenges of 
managing cities in an increasingly urban 
world cannot meaningfully be studied ex
cept on the enormous scale that globaliza
tion allows. Such projects demand that 
data be collected from around the world, 
and they marshal brainpower and resourc
es in a way that would have been unimagi
nable a mere quarter of a century ago. 
Such undertakings have the complexity of 
a great symphonic crescendo. Were it not 
for the tremendous capacity now in place—
the sometimes unnoticed change in the 
way of doing things, the additional actors 
who can be brought in, the ability to break 
through space and time—we could not 
have this kind of dense research. It is like 
creating one observer’s eyes out of many.

In the pursuit of all these research proj
ects, with the enlargement of more and 
more talent from around the globe and the 
easy flow of information to support collab
oration, the world’s scientific community 
has become less dependent on the U.S. and 
the West. Many countries now see invest
ment in science and technology as the way 
to build their economy; the result is larger 
R&D budgets, which, in turn, are produc
ing more robust academic collaborations 
with international colleagues. For exam

John Sexton  was named the 15th 
president of New York University  
in 2001. He was chair of the Board  
of Governors at the New York 
Academy of Sciences from 2007  
to 2011 and is now chair emeritus.
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ple, the number of science and engineering 
Ph.D.’s awarded at Asian universities, espe
cially in China, is increasing, whereas the 
number awarded in the U.S. is decreasing. 
Fifteen years ago the U.S. published more 
than 10 times as many scientific papers as 
China, and Chinese scientists were almost 
invisible in scientific journals. Two years 
ago China ranked second in the world in 
published papers; it could overtake the 
U.S. by next year. During the past decade 
China, India and Brazil more than doubled 
their expenditures on research and devel
opment—increasing their contributions to 
world R&D spending from 17 to 24 percent. 
A 2010 report by the U.S. patent office 
showed that American dominance of pat
ents issued by the U.S. ended in 2008, 
when patents of foreign origin surpassed 
those originating in the U.S. And a Thom
son Reuters report showed that China sur
passed the U.S. and Japan in new patent 
applications last year. 

This intensified activity around the 
world has certainly been to the good. Glo
balization, as manifested in international 
collaboration on “big science” projects, is 
now taken for granted. The Human Ge
nome Project, the International Space Sta
tion, the Large Hadron Collider at CERN 
near Geneva and ITER (formerly the In
ternational Thermonuclear Experimental 
Reactor) in France are only a few exam
ples. The globalization of science has been 
a boon for humanity.

We should be cautious, however, about 
overly congratulating ourselves. Although 
scientists have become ever more able to 
reach out to one another and the scientific 
community has become ever more cohe
sive, there are considerable risks and chal
lenges. Many stem from a great tension of 
our time: as the world grows more con
nected, individuals and institutions have 
sought out new ways to draw boundaries.

Despite how much more encompassing 
the conversation about science may be and 
how many more people we involve, many 
are still excluded. Throughout the world 
there are those with little or no access to the 
telecommunications revolution or the In
ternet, much less to advanced education or 
technical knowledge. As long as these con
ditions continue, we will have too many 
people of talent absent from important 
conversations. The real danger is that this 

trend is selfreinforcing and that the gap in 
scientific capacity between developed and 
less developed nations will widen.

Similarly, we need to guard against los
ing our ability to hear the voices of those 
at the margins who challenge orthodox
ies—some of our greatest breakthroughs 
have come from that quarter. Put another 
way, we need to be mindful of the perils of 
“groupthink” or “fastthink.” Whereas new 
technologies bring scholars, researchers 
and even nonscientists together in re
markably efficient and beneficial ways, 
these media and new virtual communities 
may reinforce conventional wisdom. With 
the same goal in mind, we will also need to 
have clearer understandings about intel
lectual property. Pervasive suspicion that 
the fruits of research will not be properly 
respected in other locations could have a 
devastating impact on collaboration and 
the development of new concepts.

Immigration policies can impede the 
workings of the new global research. Al
though communication and collaboration 
have never been easier, many universities, 
in particular, find themselves confronting 
ever more serious immigrationrelated 
problems—collaborators unable to obtain 
visas, graduate students accepted into 
programs but unable to enter the coun
try because of their nationality. National 
security is rightly a top priority for the 
U.S. and other Western countries, but we 
will need to finetune the balance of prin
ciples more carefully if we are to partici

pate fully in a world science community.
Even within the community of estab

lished research institutions, some trou
blesome tensions persist or are exacerbat
ed by globalization. And although some of 
our finest universities are altering their 
fundamental architecture in response to 
globalization—Duke University president 
Richard Brodhead said recently that by 
the middle of this century the great uni
versities will be “global network universi
ties”—the institutions that have the most 
experience in operating globally are cor
porations. The two have increasingly be
come partners, with corporations funding 
more and more academic research. This 
alliance presents challenges that demand 
the attention of the scientific community.

First, because universities are interest
ed primarily in the advancement of knowl
edge (in science and other fields), they 
have been homes to basic research, some 
of which has led to enormous though 
 unpredictable advances. Because corpora
tions want specific results and products, 
they are less interested in basic research 
(the heyday of Bell Labs is behind us). 
Thus, to the extent research funding is 
tied to corporate interests, there will be a 
lamentable diminution in funding for ba
sic  research. Second, corporate funding, 
we have learned, can be tied (by implica
tion) to specific outcomes. For instance, 
drug companies have manipulated re
search in ways that have led to question
able science supporting questionable 
claims of a drug’s efficacy.

This is not to say there should be no 
science with corporate funding. Yet a glob
al corporation, itself operating beyond 
sovereignty, can be powerful, and we must 
remind ourselves that the master of sci
ence is knowledge. And we must strength
en structures and processes designed to 
protect the advancement of science.

The blossoming of collaborative re
search is a good thing, not least because it 
has encouraged more governments—
Western and (increasingly) Eastern—to 
devote major resources to scientific re
search. The incentives to participate in 
multinational teams, however, may fade 
unless we address some basic problems. 
For instance, can a scientist be funded for 
the same or related projects by two differ
ent sovereign states? If so, can they be any 
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two or only political allies? Currently, as 
many universities become eligible for sig
nificant scientific funding from sovereigns 
in the Middle East or Asia, the rules gov
erning grants from the U.S. government 
(especially the rules in the area of “deemed 
exports”) make many of these multifund
ed projects difficult if not impossible. Are 
restrictive policies good for science? Will 
they, in the long run, tend to isolate Amer
ican scientists if applied strictly? For that 
matter, who owns the intellectual proper
ty produced by multinational teams, espe
cially ones that are funded by more than 
one sovereign? Is this simply a matter of a 
contract between the participating bod
ies, or do the governments, by virtue of 
funding part (perhaps an undifferentiable 
part) of the project, have a claim?  

U.S. institutions, in particular, are very 
conscious of research funding statistics  
as a benchmark for judging the quality of 
research. Will only funding that comes 
from U.S. sources continue to count in 
those rankings?

As the forces of globalization define 
the trajectory of scientific inquiry for the 
century, these overarching issues will de
termine the role and value of science in 
our lives. Will scientific research be open 
to all or an opportunity only for the privi
leged? Will research focus on worldwide 
needs or narrow interests? Will the scien
tific community accept disruptive ideas 
or rely on conventional wisdom? Will 
countries remain wedded to outmoded 
rules or be flexible enough to permit deep 
collaborations on research? 

Access to the worldwide discussion 
about science has never been greater, 
making participation and advancement 
a meritocratic exercise. The constantly 
changing conversations provide unprec
edented opportunities to learn, to ques
tion assumptions and to break down the 
walls between disciplines and fields. Yet 
our trajectory is never inevitably up
ward. We must take care to make it so. 

There is a reason that the  Renaissance 
resulted in so many of the discoveries 

that still shape our lives. The citystates 
were idea capitals that brought together 
the best minds of the time, thus creating 
communities of individuals who were 
constantly questioning one another about 
existing common assumptions. Ultimate
ly the participants became independent 
enough to be devoted only to the truth. 
No less than that should be our ideal now.

Which brings us back to Sakharov. 
Consider this question: Why were so 
many of the leading Soviet dissidents sci
entists? One reason is that science creat
ed an opportunity for brilliant individu
als to excel, despite an environment of 
deprivation and bureaucratic state con
trol. Scientists, by necessity, because of 
the nature of their work, had some con
tact with the international community. 
And probably most important, scientific 
inquiry encourages a level of intellectual 
rigor that would naturally lead one to 
challenge a broken, despotic system.

Such is case with Alaa Al Aswany, an 
acclaimed Egyptian novelist who was 
one of the chief critics of the deposed 
Mu bar ak regime. In between his writing 
and speaking about Egypt’s future, he is 
a working dentist, with an advanced de
gree from the University of Illinois. As 
the New York Times recounted in a 2008 
profile of him, “His three years studying 
for a master’s degree in dentistry in the 
United States was the most important 
period in his life. He admits that he had a 
caricature vision of America, but his 
travels and discoveries—of, among other 
things, a gay church and a black pride or
ganization—convinced him that there 
was more to the United States than what 
he calls its ‘imperialism’ in the Arab 
World.”

Aside from the benefits of all the dis
coveries resulting from globalized sci
ence, the spread of scientific research and 
training will become part and parcel of 
the opening up and intermingling of soci
eties around the world. No country will 
be able to forgo the benefits of science, 
and as they train young people at univer
sities, they will be creating a class that 
thinks globally, demands responsive in
stitutions and prospers despite local im
pediments. These new leaders, in the tra
dition of Sakharov, will be the vanguard 
of the next stage of globalization. 

WITHIN: Plot includes internal collaborations in the 10 nations with the highest  
science output. U.S. researchers work with one another more than with outsiders. 
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F
elix michl and philipp stahl huddle over a gleaming new 
three-armed robot in the sprawling laboratory at the 
Technical University of Munich (TUM). The robot picks 
up tiny patches of carbon fiber, each less than a tenth of 
a millimeter thick but containing 24,000 filaments, and 

quickly assembles them into a triangular shape. The trickiest 
task, the investigators say, is to write the software that trans-
lates a 3-D computer model of any part—in this case a bicycle 
seat, but it could also be a medical prosthesis or an automobile 
component—into instructions for the robot’s intricate move-
ments, including the exact position at which the fibers will 
have their maximum strength and durability. When the project 
is completed, Michl will use it in his Ph.D. thesis, and Stahl will 
finish up his undergraduate studies. But the work will get a 
second life in German factories, including a 70,0000-square-
foot, state-of-the-art BMW production facility 30 miles down 
the road near the medieval town of Landshut, where engineers 
are crafting the next generation of automobiles.

At the moment, the Landshut engineers 
are focused on the BMW i3, which will be 
the world’s first mass-market, all-electric 
car made from lightweight components if 
its 2013 launch comes off as expected. The 
car’s passenger compartment is being built 
entirely out of carbon composites, which 
researchers and students such as Michl 
and Stahl are helping to develop in the Mu-
nich labs. The core innovation is a new 
technology that slashes the production 
time of complex parts such as the car’s side 
frame to as little as two minutes, making 
these high-tech composites affordable for 
mass production for the first time. Three 
gigantic presses, weighing in at 320 metric 
tons each, inject resin into the preformed 
carbon-fiber parts, giving them stiffness. 
BMW says it has a lead in this composite 
manufacturing technology over competi-
tors such as Toyota or General Motors. 
“The knowledge we have in bringing all 
these elements together isn’t something 
our competitors can easily copy,” says BMW 
project manager Andreas Reinhardt.

That may be. The steady pipeline of in-
novation that runs from university and 
government research labs to manufactur-
ers such as BMW is one of the secrets driv-
ing the booming German economy. Long 
belittled as lowly metal bending, German 
manufacturing sailed through the finan-
cial crisis with hardly a dent in profits and 
employment, even though its workers, 
among the world’s most highly paid, make 
10 times what their Chinese counterparts 
earn. German exports have held their 
share of the global market against China 
and other emerging countries, even as the 
U.S. share has plummeted. Rising indus-
trial employment is one reason Germany, 
as of May, had a jobless rate of only 5.6 per-
cent compared with America’s 8.2 percent, 
according to the Organization for Eco-
nomic   Co-operation and Development. 
Ger man manufacturers have stayed glob-

WHY 
GERMANY  
STILL MAKES 
THINGS
Germany has developed a flexible and  
effective way of moving its best ideas from  
the university labs to the factory floor 

By Stefan Theil 
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in Berlin. He is the former European  
economics editor at Newsweek. 
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ally competitive because their products—
like the BMW i3—are chock-full of science 
and innovation. 

One major factor for Germany’s suc-
cess is that it has managed to tap home-
grown scientific research and expertise to 
move up the technological ladder, concen-
trating on innovative products and pro-
cesses not easily copied or undercut by 
cheaper wages. The textile industry is a 
case in point. Like America, Germany 
long ago lost the bulk of its clothing and 
fabrics manufacturing to cheaper locales 
such as China, India and Turkey. Still, 
German companies kept a commanding 
share of the global market for the ever 
more complex machines that weave, braid 
and knit textiles, riding the investment 
boom in low-wage countries. Meanwhile 
many of Germany’s former textile makers 
also went high-tech, shifting their special-
ty to industrial textiles for the automotive 
and aerospace sectors. Today the national 
textile industry is at the forefront of com-
posites research, cooperating with univer-
sities and government tech centers to de-
velop the precision machinery that braids 
the carbon fibers into strands—not unlike 
wool or cotton, except on a microscopic 
scale. Had Germany given up this indus-
try, it would lack the basis for producing 
those next-generation composites now 
being developed at TUM and other labs. 

The key for getting this research out of 
the lab and into the marketplace is the 
close partnership between research at the 
universities and today’s high-tech factory 
floors. Most German manufacturers have 
rich budgets for research, which they of-
ten buy from others. Unlike many Ameri-
can firms that might fund a professorship 
or make a general donation to a university 
department, German companies usually 
approach universities with very specific 
problems they want solved. At TUM, for 
example, the composites department is 
funded by SGL Carbon, a German maker 
of carbon fibers that wants to know what 

kinds of materials are best suited for the 
next generation of manufacturing pro-
cesses. BMW has about a dozen of the de-
partment’s Ph.D. students on its payroll; 
their dissertation projects are part of pre-
production research for the i3. Equipment 
makers such as KUKA (robots) and Manz 
(composites presses) are deeply integrated 
into the university’s research as well.

Multiply this intense networking by 
dozens of universities specializing in tech-
nology and engineering. At RWTH Aachen 
University, more than 20 university insti-
tutes focus on state-of-the-art production 
techniques, cooperating with machinery 
makers, robot companies and software de-
velopers to make manufacturing process-
es so efficient that a high-wage country 
such as Germany can compete with the 
likes of China. RWTH Aachen is now 

building a $2.5-billion industrial park for 
companies partnering in this research. 
The Karlsruhe Institute of Technology spe-
cializes in nanotechnology and materials 
science, working with Germany’s leading 
chemicals companies, such as BASF, to de-
sign new substances that will allow batter-
ies to store renewable energy more effi-
ciently and cheaply. At the Technical 
University of Dresden, researchers part-
nering with chipmakers and infotech 
companies are developing integrated cir-
cuits that use one hundredth the energy of 
current-generation electronics.

The German government, too, plays a 
crucial role. Whereas the country funds 
excellent labs for basic science, such as 
the Max Planck network of 80 institutes 
covering disciplines as disparate as parti-
cle physics and evolutionary biology, Ger-

I N  B R I E F

Germany owes its robust economy of 
recent years in part to the success of its 
manufacturing sector, from basic mate-
rials to tools on the factory floor. 

The reason Germany has remained 
competitive against cheaper manufac-
turers in Asia and elsewhere is that it 
has made good use of new technology. 

The Fraunhofer network of technical 
institutes is an example of how re-
searchers and manufacturers work 
closely together in industry. 

The Germans have excelled in old in-
dustries such as automobiles and are 
building centers of excellence in bio-
technology and other emerging areas. 
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STANDING OUT: In the Global Competitiveness Index, Germany scores higher than 
the U.S. on several measures, including the quality of its institutions and infrastruc-
ture. See details on the scoring in the report listed in More to Explore.
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many’s most economically successful re-
search institution is the Fraunhofer So - 
ciety. Its network of 60 technology centers 
is cofinanced by the government and 
businesses and thus is strictly market-
driven. Fraunhofer’s $2.5-billion annual 
budget is also flush with patent income, 
most notably from its invention of the 
MP3 data format in the 1980s.

A UNIQUE TRUST
closely partnering  with nearby universi-
ties, each Fraunhofer center acts as a 
transmission belt to an entire cluster of 
companies networked with the center—
and with one another—through collabor-
ative research designed to find its way 
into processes and products. There are 
centers for every conceivable industrial 
sector, including polymer research for 
chemical companies, precision optics for 
the makers of sensors and lasers, and 
nano electronics to produce next-genera-
tion IT components. 

Several centers, such as the Fraunhofer 
Institute for Production Technology in 
Aachen, focus on developing cost-efficient 
manufacturing techniques to keep Ger-
many competitive with China. And for 
composites research, there is a Fraunhofer 
project group in Augsburg near Munich 
that grew out of a cold war–era rocket 
propulsion lab. Partnering with TUM and 
more than 50 companies, including BMW, 
Audi and Airbus owner EADS, the Augs-
burg center is already working toward the 
next generation of composite fibers de-
rived not from petroleum but from lignin, 
an inexhaustible by-product of the wood 
and paper industries.

What also speeds up the transmission 
of these technologies is the encouragement 
of job-hopping of researchers and engi-
neers. The average Fraunhofer scientist, 
for example, switches to an industrial com-
pany after five to 10 years, and many of the 
best corporate engineers also do stints as 
professors or Fraunhofer directors. Klaus 
Drechsler, professor and head of the Insti-
tute for Carbon Composites at TUM, spent 
part of his career at EADS developing com-
posites for the Airbus. Now he is in charge 
of setting up the new Fraunhofer center for 
composites in Augsburg. This kind of job-
hopping, crucial in diffusing expertise and 
technology, is much rarer in the U.S., where 

a government researcher usually stays in 
one place for life.

This intense and complex collaboration 
is typical of German innovation. Much of it 
grew over decades among companies large 
and small that are now so used to working 
together they know instinctively what in-
formation they can share and what is best 
kept proprietary. “This trust between com-
panies and institutions that cooperate but 
also compete is unique—you don’t see that 
in very many countries,” says Beñat Bilbao, 
an economist at the World Economic Fo-
rum in Geneva and co-author of the latest 
“Global Competitiveness Report,” which 
every year shows Germany outranking the 
U.S. in industrial innovation. Most of these 
clusters of companies and their suppliers 
grew organically over decades (in some 
cases over centuries, such as the former 
clockmakers in the Black Forest that are 
now the world’s leading producers of preci-
sion surgical instruments), which makes 
them not so easy to copy.

Still, the Germans manage to keep cre-
ating such networks in newly emerging in-
dustries. One of the latest is the BioEcono-
my Cluster near Leipzig, where a network 
of more than 60 companies and research 
institutes is developing ways to produce 
chemicals and plastics from biomass, re-
placing costly and CO2-spewing petroleum 
not just for energy but for other products 
now refined from oil. When Fraunhofer 
sets up new tech centers, it identifies com-
panies and institutions that are already 
strong in their fields instead of trying to 
create something from scratch. “Our phi-
losophy is to take something that’s already 
working and water it so that it grows,” says 
Fraunhofer Society president Hans-Jörg 
Bullinger. In setting up the new carbon 
composites cluster, for example, Fraun-
hofer identified existing companies and 
university departments and provided fund-
ing, staff and a facility to encourage collab-
orative research.

The second lesson, Bullinger says, is to 
commit to the long haul. New Fraunhofer 
centers have their funding secured indefi-
nitely and are left to themselves, with no 
evaluation taking place for the first five 
years beyond the requirement that they 
raise double their seed money from private 
companies. The companies, too, are invest-
ed for the long term; many of Germany’s 

most innovative and tech-driven manufac-
turers are family-owned companies that 
do not worry about quarterly reports. A 
typical German tech company looks like 
Trumpf, an almost invisible, family-owned 
firm that has been a world leader in indus-
trial laser technology for over a generation 
and now has annual sales of almost $3 bil-
lion. Fraunhofer, too, added 3,000 new re-
searchers in the worst phase of the finan-
cial crisis. “Many countries have tried to 
copy us,” Bullinger says. “But their efforts 
fail because they think short term.” 

That may be the fatal flaw in President 
Barack Obama’s proposal, unveiled in 
March, for a $1-billion National Network 
for Manufacturing Innovation that is ex-
plicitly modeled after Germany’s Fraun-
hofer. If Congress approves it, the network 
will be a public-private partnership in co-
operation with manufacturing companies 
to put in place up to 15 manufacturing 
technology centers around the country—so 
far so good. But the funding is only set up 
for the first four years. In Bullinger’s view, 
that is much too short for the best compa-
nies and researchers to commit to serious 
projects. “The likely result is a scramble for 
project money instead of something sus-
tainable,” Bullinger says. Still, he says, it is 
a step in the right direction.

The German system has its weak 
sides, of course. The country’s precision 
culture can be better at perfecting exist-
ing technologies than inspiring radical 
innovation. And the nation has had its 
periods of “technophobia,” during which 
politicians and protest movements chase 
away promising high-tech industries, 
such as biotech in the 1980s. But Germa-
ny’s drive for industrial innovation has 
put to rest the old cliché that manufactur-
ing is low tech and has set an example of 
how to go head-to-head with China. Those 
graduate students reinventing manufac-
turing in a university lab in Munich are a 
model to learn from. 

M O R E  T O  E X P L O R E

The Global Competitiveness Report 2011–2012. Edited by 
Klaus Schwab. World Economic Forum, 2011. http://reports.
weforum.org/global-competitiveness-2011-2012
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The World’s Best Countries in Science
What makes one country better than another in science? It’s not an easy thing to measure. Publishing research papers 
is a good way to get a bead on basic research, but it doesn’t say much about whether a nation is taking advantage of 
those good ideas. For this, other metrics come into play. Patents give a clue as to how well a country is exploiting its ideas 
for commercial gain. What a nation spends on R&D captures not only what universities and government research 
programs do but also the contribution from industry. How many students a nation educates in science and technology 
disciplines is a key metric, but little data are available. 

The rankings of the top 25 nations that snake through the middle of these two pages are based on preliminary data 
from Digital Science, a sister company to Nature Publishing Group (which owns Scientific American). It has assembled  
a database of research papers published in top peer-reviewed journals around the world and has organized them by nation  
of origin. The table at the left shows the rankings for this metric and others —patents, R&D expenditures and doctoral 
candidates produced. For more information, visit ScientificAmerican.com/oct2012/global-science.  —The Editors
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F
or two decades now china has been asia’s juggernaut.  
It builds whole cities from scratch, leads the world in 
energy construction and has grown its economy by 
nearly 10 percent a year. Breakneck growth has not 
been confined to the economy—China has also become 

a scientific research world power in a remarkably short time. 

The mainland’s universities have un-
dergone a dramatic expansion. In 1978 Chi-
na had only 860,000 students in higher ed-
ucation—a mere 1.6 percent of school-age 
adults. That figure ballooned to more than 
23 million students, or about 27 percent, by 
2011. This growth has made the nation’s ac-
ademic system number one in the world in 
terms of student enrollments. China now 
has more than 100 research universities in 
all fields, many of them with an emphasis 
on science and engineering. Graduate stu-
dent enrollments have also escalated from 
280,000 in 2000 to 1.6 million in 2011. 

China’s leaders recognize that scientific 
research and higher education are essen-

tial to attaining global leadership. Despite 
its impressive achievements, however, the 
path to academic excellence and world-
class status is by no means assured. For 40 
years China has tried to rapidly expand its 
overall research and education system 
while instilling excellence in a handful of 
centers. So far China has juggled these two 
goals by starving the bottom to feed the 
top. A yawning gulf exists between elite in-
stitutions such as Peking University and 
Tsinghua University and institutions cater-
ing to mass enrollments. The top few per-
cent of Chinese graduates have world-class 
educations, but many who earn degrees 
are not well trained and cannot find jobs. 

As much as China has accomplished, 
making significant improvements is go-
ing to be tough. The nation’s leaders will 
find over the next decade that simply 
pumping more resources into the elite re-
search universities will not achieve true 
world-class status for the academic sys-
tem. They are also going to have to pre-
side over significant changes in academic 
culture, administration and leadership. 
Further progress will involve changes in 
how universities function and in how the 
culture of academe is perceived in China. 

ENGINES OF EXCELLENCE
before the country opened up in the late 
1970s, China’s science and technology 
system employed a Soviet model: special-
ized institutions conducted research, and 
narrowly focused  universities delivered 
education and training. This model failed 
because research was separate from 
teaching, interdisciplinary work was im-
possible, resources were scarce, and tight 
political controls and ideology were para-
mount. The Cultural Revolution from 1966 
to 1976 closed all of higher education for a 
decade and destroyed much of what had 
been built previously. In the 1990s China 
expanded and restructured higher educa-
tion to meet its economic ambitions. 

The government soon realized, howev-
er, that the country performed poorly in 
knowledge creation and innovation ac-
cording to various global competitiveness 
reports and rankings. In 1995 China start-
ed Project 211 to develop 100 universities 

CAN CHINA 
KEEP RISING? 
World-class status for research excellence  
comes with a new set of challenges  

By Philip G. Altbach and Qi Wang 

I N  B R I E F

China’s economy has been growing 
quickly, and so has its research efforts. 
In a short time, it has become a world 
leader—a startling achievement.  

The Chinese Academy of Sciences is 
on a par with some of the best scientific 
research institutions. 
This rapid rise in research prowess has 

been concentrated largely at the top, 
however. Currently a yawning gulf ex-
ists between the elite institutions and 
most of the others. 

China’s universities will have to over-
come a host of problems, such as incon-
sistent standards and academic culture, 
to continue improving. 

Philip G. Altbach is J. Donald Monan,  
S. J. University Professor and director of the 
Center for International Higher Education 
at Boston College. 

Qi Wang is assistant professor at the 
Graduate School of Education at Shanghai 
Jiao Tong University in China.
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and several key scientific disciplines by 
the early 21st century. Three years later it 
launched Project 985, which has come to 
focus on 39 key research universities of 
excellence. The national and local govern-
ments and a few universities invested 
about $15 billion in additional funding to 
these select institutions. 

These efforts have provided significant 
resources for a small number of Chinese 
universities and enhanced capacity for sci-
entific and technological research and in-
novation. With special-funding support 
from a few national projects, the universi-
ties have managed to attract elite research-
ers and academics from abroad, mainly 
from the Chinese diaspora, to work in Chi-
na. Leading research universities’ budgets 
are coming close to the level of their peers 
in other parts of the world. In terms of re-
search papers, output has increased to a 
level close to that of American universities. 
In 2008 the Project 985 universities pro-
duced 6,073 patents (both domestic and in-
ternational), compared with only 346 in 
1999. According to the U.S. Patent and 
Trademark Office, the number of Chinese 
patents registered in the U.S. increased 
from 41 in 1992 to 1,874 in 2008.

SYSTEMIC CHALLENGES
an emerging private (minban) sector large-
ly serves the bottom of the system. Quali-
ty is poor—and the education is mainly 
vocational—in fields such as information 
technology and business studies. Where-
as some of the better private institutions 
produce competent midlevel workers, 
many of the graduates lack usable skills 
for China’s development in the global 
knowledge economy. A few such institu-
tions offer undergraduate degree pro-
grams. Students who are least able to af-
ford high tuitions are awarded degrees of 
questionable value or pay a relative for-
tune for low-quality and low-prestige vo-
cational preparation.

The core of China’s quality problem in-
volves the system’s professors. Nationally, 
one third of academic staffers hold only a 
bachelor’s degree (the proportion reaches 
60 percent in the new private sector), 
which indicates that the skill level of many 
of the faculty members is rather low. The 
number of academic staffers with a doctor-
ate, in both public and private institutions, 

has increased recently 
but still constitutes only 
14 percent of professors, 
com pared with 70 per-
cent of faculty at repu-
table Chinese institu-
tions who have earned 
a doctorate. Academic 
salaries are low, with the 
exception of a small per-
centage of highly pro-
ductive academics at top 
universities. Chinese ac-
ademics do not typically 
earn enough to support 
a mid dle-class lifestyle 
and must moonlight. In 
a recent study of aca-
demic salaries in 28 
countries that included 
Brazil, Russia and India, China scored 
among the lowest when it was measured 
by purchasing-power parity. 

This environment is not good enough 
to sustain a world-class academic culture. 
Effective universities need a commitment 
to basic research that is not closely linked 
to monetary gain. They must encourage in-
terdisciplinary work, accommodate shared 
governance and establish clearly under-
stood norms. Professors need academic 
freedom, access to all sources of informa-
tion and analysis, and the latitude to pub-
lish their work. The university in all its 
functions must be both meritocratic and 
reasonably transparent, which means that 
personal, political and institutional con-
nections must not influence decisions re-
garding personnel, research or other aca-
demic matters. 

These things are generally taken for 
granted in the developed world, but in 
Chinese universities they remain a chal-
lenge. Even the prestigious universities 
worry that their curricula and teaching 
methods are outdated and inappropriate 
for the modern world and encourage rote 
learning at the expense of creativity and 
critical thinking. The Chinese govern-
ment, which has centralized administra-
tive power over academic resources and 
scholarships, may restrict the growth of 
young scholars and disrupt the fairness of 
competition for research excellence. The 
academic environment is also known to 
be rife with plagiarism, cheating on exam-

inations and other elements of corrup-
tion. There is considerable use of guanxi 
(personal connections and networks) as 
well. Faculty culture is often hierarchical 
and bureaucratic. 

Many of the leading universities are 
considering an innovative liberal arts–ori-
ented undergraduate curriculum and are 
beginning to focus on teaching methods 
that encourage students to be more ac-
tive. They are also increasingly hiring 
young academics with Ph.D.’s from the 
best overseas universities and introduc-
ing more rigorous internal evaluation. Yet 
changing the academic culture in the bot-
tom 80 percent or more of the academic 
system is going to be especially difficult. 
Those institutions remain quite tradition-
al and bureaucratic. Poor practices tend 
to be ingrained in the system and difficult 
to change. So far a combination of re-
sources and a will to reform, at least at the 
top of the academic system, has served 
China well. Cultural change may come 
eventually, but it will come slowly. 

M O R E  T O  E X P L O R E

Leadership for World-Class Universities: Challenges 
for Developing Countries. Edited by Philip G. Altbach. 
Routledge, 2010. 
The Road to Academic Excellence: The Making of 
World-Class Research Universities. Edited by Philip G. 
Altbach and Jamil Salmi. World Bank, 2011. 

SCIENTIFIC AMERICAN ONLINE 
For more on China’s institutions, see  
ScientificAmerican.com/oct2012/global-science

Institutions

Innovation

Business
sophistication

Market
size

Technological
readiness

Financial market
development Labor market

efficiency

Goods market
efficiency

Higher 
education 

and training

Health 
and primary 

education

Macroeconomic
environment

Infrastructure

6.2

6.26.8

3.93.9

CHINA

China ranks 58 out 
of all 142 countries 

4.3 4.6

4.3

4.4
4.7

4.4

3.6

4.4

9

hin 8 oututa rhina ra rannks 5s 58 o

4.3 4.6

score Av ge scoverageAv gverag
s in s inies untriesssfor ountr cou
gestageht ame ssamethe saat
ntntpmenpmennvelopvelopof deveve

POTENTIAL: China’s huge market size makes it stand 
out from the pack in the Global Competitiveness Index.

© 2012 Scientific American © 2012 Scientific American



48 Scientific American, October 2012

STATE  OF  THE  W RLD’S  SCIENCE

E
very so often leaders from business, industry and gov
ernment sound the alarms about the waning of U.S. 
scientific and technological prowess and call on aca
deme to produce more graduates. Education leaders at 
the university level then point an accusatory finger at 

primary and secondary schools for producing marginal stu
dents and at the students themselves for having little interest 
in science. Yet responsibility rests largely with the universities. 
They, after all, educated the teachers—the same teachers who 
seem to have made learning math and science too much like 
an Olympic triathlon: an ordeal from which few stars emerge. 

The prevailing approach to teaching 
science, technology, engineering or math
ematics, or STEM, generally serves only to 
enhance gifted students already predis
posed toward science and math. These 
elite students may hearten their profes
sors, but the other 90 percent are being 
shortchanged. Science and math are foun
dational subjects of the liberal arts and 

also align with the increasingly rigorous 
demands of the contemporary labor mar
ket. Yet when average students confront 
the university’s ossified approaches to 
these crucial subjects, they flee in vast 
numbers. It is no wonder math perfor
mance has declined at all levels of our so
ciety, including hundreds of thousands of 
teachers who find themselves ill equipped 

to inspire excitement in these areas to the 
levels necessary for our national competi
tiveness in the global economy.

Too many average students now avoid 
STEM courses except for the few that are 
required for graduation. Figuring out how 
to help them overcome the culturally fatal 
fear of science Carl Sagan warned of—spe
cifically how to attract and retain them in 
STEM programs at the university level—is 
key to improving STEM skills and critical 
thinking in the population at large. 

Young people entering universities to
day are hyperconnected, multitasking vi
sual learners. They grew up with ubiqui
tous information technologies that offer 
access to unlimited information. Steeped 
in an information culture, these students 
are apparently less willing to ponder algo
rithms about combinatorial optimization 
or the entropy of a monatomic ideal gas 
without some additional context or under
standing of purpose. Standardized se
quential instruction will always be at odds 
with their nonlinear multitasking ap
proaches to learning. The new technolo
gies can, however, when  appropriately 
channeled, help students rapidly integrate 
and master broad knowledge from com
plex and interrelated scientific disciplines.

To be fair, one reason students have 
been defecting from science and technol
ogy is that our economy has shifted to
ward a service sector dominated by the 
verbal and the visual. But another root 

I N  B R I E F

Responsibility for the state of science 
literacy rests largely with institutions of 
higher education, who are the ones that 
educate the teachers.

In STEM, universities are failing the ma-
jority of students, in part because ad-
herence to rigid academic approaches 
makes these fields forbidding. 

Arizona State University eliminated 
some academic departments such as 
biology and geology and embraced a 
“trans disciplinary” approach. 

In the past decade undergraduate enroll-
ments in STEM majors at Arizona State 
have doubled overall and increased signif-
icantly for women and minorities.  

CITIZEN 
SCIENCE U. 
The best way to teach today’s hyperconnected 
students is to get rid of the departments  
of geology and biology   

By Michael M. Crow

Michael M. Crow  is president  
of Arizona State University.
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cause is a denial among those in academe 
that our incoming students are funda
mentally different than those of previous 
decades. The trouble is that most profes
sors were trained to think in terms of biol
ogy, chemistry and other rigid academic 
disciplines. This model of higher educa
tion has failed to inspire the last two gen
erations of students. 

That is why we have revised the STEM 
enterprise at Arizona State University over 
the past decade, as part of a broader recon
ceptualization of the entire university. Our 
goal was to find a way of providing the best 
possible education for the students of Ari
zona and to develop a new paradigm for 
the American research university. As the 
nation’s youngest major research institu
tion, Arizona State has the advantage of 
not being hidebound by tradition, which 
has freed us to develop an egalitarian insti
tution committed to academic excellence, 
inclusiveness to a broad demographic and 
maximum societal impact. We call this 
model the “New American University.”  

To spur creativity and innovation, we 
introduced a set of “design aspirations”—
eight interrelated principles that embrace 
such goals as transforming society, em
phasizing transdisciplinary approaches, 
pursuing research for its potential useful
ness and encouraging creative risk taking. 

When we began our STEM efforts a 
decade ago, our goal was to double the 
number of majors as quickly as possible 
and, more broadly, to produce students 
with a new spirit of engagement in scien
tific and technological futures. To accom
plish our objectives in this context, we 
 offered our faculty the opportunity to de
sign teaching, learning and discovery 
platforms in STEM areas. To liberate 
their thinking, we specified no limits 
whatsoever regarding philosophical or 
pedagogical boundaries. 

In recent years we have reconfigured 
scores of academic units into new entities, 
including more than a dozen trans disci
pli nary schools, which arose from merged 
and restructured traditional academic de
partments. In the process, we have elimi
nated a number of departments—among 
them anthropology, geology, sociology 
and several areas of biology—that had 
outlived their usefulness. 

The School of Earth and Space Explo

ration, for example, combines science 
and engineering research and education 
to advance our understanding of our 
planet and the universe. The school 
brings transdisciplinary fluidity to the 
former programs in geology and astrono
my, fostering collaboration among earth 
and planetary scientists, astronomers, as
trophysicists and cosmologists. Affiliated 
engineers bring technological expertise 
that advances the development and de
ployment of critical scientific instrumen
tation on planet Earth and in space. The 
theme of exploration represents our quest 
to discover the origins of the universe and 
to expand our understanding of space, 
matter and time. 

The School of Human Evolution and 
Social Change combines faculty from the 
former departments of anthropology and 
sociology, thus giving students an integrat
ed curriculum in the social, behavioral and 
natural sciences focused on the evolution 
of our species and trajectories of human 
societies. Unlike traditional academic de
partments, the professors and graduate 
students are free to organize themselves 
to best tackle critical global problems. 

These transdisciplinary departments 
complement our largescale research ini
tiatives, such as the Biodesign Institute 
and the Global Institute of Sustainability, 
the latter of which incorporates the first
ofitskind School of Sustainability. 

To broaden the reach of our engineer
ing programs, we offer students two sepa

rate approaches—theoretical and practi
cal. The Ira A. Fulton Schools of Eng i  
neering are organized into five research
intensive divisions, including the School 
of Biological and Health Systems Engi
neering; the School of Computing, Infor
matics and Decision Systems Engineer
ing; and the School of Sustainable Engi  
neer ing and the Built Environment. On 
the other hand, the College of Technology 
and Innovation at our Polytechnic cam
pus focuses on useinspired translational 
research and offers students interested in 
 direct entry into the workforce an experi
ential learning environment. These “dif
ferentiated learning platforms” offer stu
dents with varying levels of preparation 
access to excellence in cuttingedge 
STEM education.

The results have been encouraging. 
We have seen a robust expansion in the 
number and diversity of graduates in tra
ditional core disciplines such as physics 
and chemistry. Through innovation and 
linkages with other fields, quantitative lit
eracy throughout the university has im
proved significantly as measured by learn
ing assessments. In the life sciences alone, 
enrollment is about 4,600 students, up 
from 1,675 in 2001. We have 10,000 or so 
students studying engineering and tech
nology, up from less than 5,000 10 years 
ago. Undergraduate enrollment in all 
STEM areas has increased to approxi
mately 16,000, doubling the number over 
the past decade. The enrollment of wom
en in STEM majors has nearly doubled, 
and the enrollment of minority students 
has increased by 141 percent. 

Efforts to advance STEM education 
should remind us that reconceiving how 
science and technology are organized into 
academic disciplines has the potential to 
profoundly affect learning outcomes. It is 
incumbent on our academic community 
to pursue transdisciplinary teaching, re
search and creative excellence focused on 
the major challenges of our time. 

WE HAVE SEEN 
A ROBUST  

EXPANSION IN 
THE NUMBER 

OF GRADU-
ATES IN CORE 

DISCIPLINES 
SUCH AS 

PHYSICS AND 
CHEMISTRY.

M O R E  T O  E X P L O R E

 New American University:  
 http://newamericanuniversity.asu.edu

SCIENTIFIC AMERICAN ONLINE 
For more on research universities, go to  
ScientificAmerican.com/oct2012/global-science
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T
he u.s. has long enjoyed a preeminent position in 
the world of science. The nation does more re-
search, publishes more articles that are cited by 
more scientists and wins more Nobel Prizes than 
any other. It has also long been the chief destina-

tion for scientists and engineers from other countries—many 
U.S. Nobel laureates are foreign-born.  

What explains the strong productivity 
of the U.S. workforce, and what makes the 
U.S. so attractive to the foreign-born and 
foreign-educated? A big part of the an-
swer is resources: the U.S. has a strong 
history of supporting research at univer-
sities—the country devotes more than 0.3 
percent of its GDP to it every year. A study 
of academic careers by country found that 
faculty members in the U.S. earn higher 
salaries than anywhere in Europe, save 
perhaps Ireland (before the 2008 crash). 
Full professors in France or Germany earn 
about €4,500 a month, 55 percent of what 
their U.S. counterparts earn. Although 

the job market for Ph.D.’s has been tight 
recently, there is no reason to think that 
the U.S. is still not ahead on pay level. 

But high pay is only part of what puts 
the U.S. out in front. Unequal pay among 
researchers contributes significantly to a 
nation’s success in attracting the best and 
the brightest. Universities in the U.S. have 
greater leeway than those in most other 
places to reward performance and to pay 
high salaries to attract star researchers. 

Pay inequality is not the norm abroad. 
Many countries tie salary to rank and 
years of experience, which means that ev-
eryone with the same amount of experi-

ence at the same rank earns precisely the 
same amount. The only reward for those 
who are more productive is the possibility 
of being promoted more quickly or, in 
some countries, being allocated more re-
sources for research. Even promotion, 
however, can be accompanied by a negligi-
ble increase in salary. In Norway, for ex-
ample, a full professor earns at best about 
30 percent more than someone who is just 
starting his or her career. In the U.S., a full 
professor earns, on average, 60 to 80 per-
cent more than someone just starting out, 
but exceptionally productive full profes-
sors earn four to five times more than 
what a new hire makes. Japan follows a 
model that is closer to that of the U.S. than 
that of Europe in terms of relative pay, re-
warding full professors at close to twice 
the compensation of entry-level faculty. 

In Europe, a scientist is less apt to 
move from one job to another once he or 
she is hired by a university. There is little 
incentive to move. Faculty in most of Eu-
rope are civil servants and receive the 
same salary regardless of where they 
work. Salary plays no role in recruiting 
faculty from one institution to another 
within a country.  

In the U.S., in contrast, substantial 
variation exists in three key dimensions 
of salary across universities: starting sala-
ry, salary paid within rank, and salary dif-
ferentials across rank. For example, the 

Paula Stephan is a professor of 
economics at Georgia State University 
and a research associate at the National 
Bureau of Eco nomic Research. She  
is author of How Economics Shapes  
Science (Harvard University Press, 2012). 

THE OTHER  
1 PERCENT
Income inequality is rife in the world  
of U.S. science—and it’s for the better 

By Paula Stephan

I N  B R I E F

The U.S. leads the world in science by 
almost any measure. The resources de-
voted to university research have a lot 
to do with this success. 

But the ability to reward high produc-
tivity with high pay is key to the success 
of U.S. research centers in attracting 
and retaining the best talent.  

Europe, in contrast, treats its profes-
sors as civil servants, with pay awarded 
on the basis of years of experience rath-
er than productivity. 

Saudi Arabian schools are trying to 
jump-start their reputations by lavish-
ing high salaries on visiting scientists, 
with mixed success.  
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starting average salary for faculty in com-
puter and information sciences in 2008  
at public institutions was just shy of 
$85,000. The highest starting salary re-
ported that year was slightly more than 
$125,000. Among associate professors, the 
spread was even greater: mean salary was 
$100,000, and the highest was almost 
twice that ($193,000). For full professors—
the top academic rank—the mean was 
$133,000, and the highest was $301,000.  

Productivity is a major factor contrib-
uting to the pay differentials. Most U.S. 
universities take into account research 
productivity, measured by the quality of 
papers published, in considering salary 
raises and promotions. Yet productive sci-
entists are also often recruited away to 
higher-paying institutions—which tend to 
be private. Indeed, in 2010 only one public 
institution (the University of California, 
Los Angeles) paid a top-20 salary—and 
that was $43,000 less than high-paying 
Harvard University. Private institutions 
not only pay more; they generally can pro-
vide better facilities and attract better stu-
dents for faculty members to work with.

One way to measure salary differen-
tials among persons of the same rank is to 
compute the “Gini” coefficient. In coun-
tries where everyone gets the same salary 
at the same rank for comparable years of 
experience, the Gini coefficient within 
rank is 0. The most extreme pay differen-
tial would be a Gini coefficient of 1—if, say, 
all faculty members except one were to 
earn nothing. No pay scale is so extreme, 
of course, but the Gini coefficient is no-
where near 0 for faculty in the U.S. For as-
sistant professors in engineering, the Gini 
coefficient is 0.164; for full professors, it is 
0.22, indicating considerable inequality in 
salaries earned among those faculty hold-
ing the same rank, as well as increasing in-
equality as one moves from lower ranks to 
upper ranks. Given the statistics on salary 
and the considerable spread in salary 
among teachers of the same rank, it is a 
pretty safe bet that high salaries and a sys-
tem that rewards productivity play an im-
portant role in the U.S.’s science ranking.

Pay alone is not enough. If it were, 
King Abdullah University of Science and 
Technology (KAUST) in Saudi Arabia 
would probably be near the uppermost 
tier of any global ranking of universities. 

A 2008 study of faculty pay in 15 repre-
sentative countries, including the U.K., 
Germany, the U.S., Japan and China, 
found that Saudi Arabian senior faculty 
make the highest salaries, adjusted for 
cost of living. Yet KAUST is nowhere near 
the top in research rankings.  

The U.S. has long been known for ex-
cellent academic institutions that produce 
strong science. Having the resources to 
hire and reward highly productive faculty 
has been key to this success. In recent 
years, however, pay inequality in the U.S. 
has increased significantly. Many public 
institutions have been receiving fewer re-
sources from their states. At the same 
time, endowments of private institutions 
such as Harvard and Yale have grown con-
siderably, allowing them to hire aggres-
sively. Whether growing pay inequality is 
constructive for U.S. universities is a mat-
ter of debate. 

Scientists care about more than just 
money. They also value independence 
and the challenge of doing science. But 
resources are essential to giving the top 
scientists free rein to pursue their pas-
sions. When it comes to producing the 
best science possible, it pays to foster a so-
ciety of elites. 

TRICKLE-UP THEORY: Pay inequality has been rising broadly among faculty  
in science and engineering, as shown in this plot of Gini coefficients from 1973 to 2006 
(from the National Science Foundation’s Survey of Doctorate Recipients). In life and 
computer sciences, pay scales vary widely at all levels of experience; in engineering 
and physics, pay differentials are especially pronounced among experienced faculty. 

M O R E  T O  E X P L O R E

International Comparison of Academic Salaries: An 
Exploratory Study. Laura E. Rumbley et al. Boston Col-
lege, October 2008.
How Economics Shapes Science. Paula Stephan. Harvard 
University Press, 2012. 
 For salary comparisons among academics in different coun-
tries, see the European University Institute Web site: 
http://eui.eu 

SCIENTIFIC AMERICAN ONLINE  
For information on R&D spending, patents and  
other data, go to ScientificAmerican.com/oct2012/
global-science 

Income Gap within U.S. Faculty Positions
(as represented by the Gini coefficient: 0 equals no inequality; 1 equals maximum inequality)

Assistant professor Associate professor Full professor

1973 200619951985

ENGINEERING 0
0.1

0.2

MATH AND 
COMPUTER SCIENCE 0

0.1

0.2

PHYSICAL SCIENCE 0
0.1

0.2

LIFE SCIENCE 0
0.1

0.2
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P
aul nurse knows viscerally what it takes to build a 
productive scientist. Raised by his grandparents—a 
handyman and a cook—in class-conscious England, 
Nurse went on to do pioneering research in DNA and 
cell division, for which he won a Nobel Prize in 2001. 

In 2003 he was named president of the Rockefeller University 
in New York City, and in 2010 he became president of the British 
Royal Society, which makes him something of an expert in the 
cultural differences between European and North American 
scientists. He splits his time between London and New York, 
where he still does laboratory research. Nurse talked with Scien-
tific American about the changing face of global science. 

What are the trends that you are 
seeing? 
 There is a massive collaboration going on 
in science. More than 35 percent of articles 
being published in the highest-quality 
journals are now internationally collabora-
tive, up from about 25 percent 15 years ago. 
Collaboration is increasing and probably 
will increase to a very surprising level. 

What does that mean for science? 
 There are some cultural differences in the 

way we approach science. In the U.S., for 
example, there’s a particular emphasis on 
the individual. In Europe, the focus is 
more on collaboration. In the Far East, 
there is interest in generating large quan-
tities of data, the bedrock on which sci-
ence works. This cultural mix is very 
enriching. 

What do you make of the rise of Asia? 
 We’re now seeing a gradual increase in 
the strength of countries and cultures 

that are outside what we might call the 
Western tradition. China’s leaders have 
recognized that science is crucial for the 
nation’s development and for improving 
the quality of people’s lives. So they’re 
making science a priority for their coun-
try and trying to make it a profession to 
which the very best are attracted. 

Chinese science has come on fantasti-
cally in recent decades. We’re seeing in-
credibly efficient and effective programs 
set up to generate large quantities of 
DNA-sequencing data, which are being 
analyzed by informatics. This is not a 
trivial thing to deliver in an efficient and 
effective way. Many who are now work-
ing in biomedicine look to China for as-
sistance. They are doing that kind of ac-
tivity extremely well. But they would 
probably think even themselves that 
they need to pay attention to the most in-
novative science. 

India has produced very fine scientists. 
It hasn’t yet invested quite as much as Chi-
na. India has had a long tradition in cer-
tain sciences, particularly in mathematics 
and physics, and will become increasingly 
important in coming years. 

Is culture important to what kind of 
science a nation produces? 
 Certain sciences seem to prosper well in 
certain cultures. Hungary is good on theo-
ry and mathematics, for example—it’s dif-
ficult to quite know why. The U.K. is good 
at science despite the fact that we don’t 
invest quite as much as other coun-
tries—1.8 percent [of GDP] compared 
with 2.9 percent for the U.S. Although we 
only have 1 percent of the population, 
we’re producing 14 percent of the highest-
impact papers, which is extraordinary. I 
do not know why British science is so ef-
fective. It may have something to do with 

CULTURE OF 
CREATIVITY 
The rise of China and India bodes well for 
science, says British Royal Society president 
Paul Nurse  

Interview by Fred Guterl
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the general culture, with maybe a mix of 
attention to empiricism as well as theory, 
a certain practicality, a liberality, an open-
ness to ideas. 

What does increasing international 
collaboration mean for big science? 
 The symbolism of getting many countries 
working together in science is great. With 
big bits of kit—like big [particle] colliders 
[such as the Large Hadron Collider] or big 
telescopes—the more international we are, 
the better. If we can get a bigger telescope 
into space by working together, let’s do it. 

When we come to other sciences like 
the biological sciences, sequencing the 
human genome, and so on, the pieces of 
kit are less expensive and [costs] can be 
spread over more countries. But the key 
is to get them to talk to one another so 
that you’re not just all doing the same 

work. Sequencing large amounts of data 
is frankly not all that interesting to do, 
and you don’t want to be doing it if some-
body else is already doing it. When there 
are different centers that can share data, 
the sums of the parts can lead to a great-
er whole.

In genomics, where do you see this 
collaboration leading? 
 Data collection will be very important in 
the coming years. Understanding human 
genetic variation by, for example, sequenc-
ing 1,000 humans with different ethnic 
backgrounds is a project that is interna-
tional and across the board and where dif-
ferent centers can contribute. The use of 
genomics to catalogue all the life-forms on 
the planet is also taking off. This is simply 
using genome sequencing to define all the 
different species of animals, plants, mi-

crobes and viruses in the world. Genome 
sequencing gives it the precision that we 
need, and it has to be combined with tax-
onomy and the ecology. Creating an ency-
clopedia of life is truly collaborative. 

What other problems lend themselves 
to collaboration? 
 How we can produce energy in a more 
sustainable, less polluting way will also 
cross international boundaries, both in 
terms of where the research is done and 
how we technically solve the problems, 
which might involve shifting energy in dif-
ferent ways across national boundaries. 

How do immigration policies factor in? 
 I’m a bit distressed by it. Science thrives 
on a mixing of different individuals and 
cultures. Switzerland, which has been 
open to accomplished immigrants, punch-
es way above its weight in science. Open 
doors in science absolutely encourage sci-
ence. The U.S. has at times been very open 
to immigration and at other times less 
open to it. In the 20th century the mixture 
of rigor from middle European immi-
grants and the ability of the Americans to 
get things done shifted the U.S. into a 
prime position in science. Britain was pre-
eminent in science when we had empire 
and were able to constantly reach out to 
different cultures. 

 There can be a problem when the per-
ception from other countries emerges 
that a particular country isn’t open. That 
keeps people from applying. Also, for 
countries such as India and China to 
move into the top drawer, they have to at-
tract individuals from overseas to come 
work there and have to develop strong in-
teractions with people from overseas.

How will collaboration in science play 
out on the world stage? 
 Scientists speak the same language. We 
understand one another in different coun-
tries because we deal with things in similar 
ways. We take a common approach to 
problems. Science is a catalyst that can 
break down the gulf between nations. 

SCIENTIFIC AMERICAN ONLINE  
For more of the conversation with Paul Nurse, go to 
 ScientificAmerican.com/oct2012/paul-nurse
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OUR BRAINS ARE BETTER THAN GOO GLE 

OR THE BEST ROBOT FROM iROBOT.
We can instantly search through a vast wealth of experiences and 

emotions. We can immediately recognize the face of a parent, spouse, 
friend or pet, whether in daylight, darkness, from above or sideways— 
a task that the computer vision system built into the most sophisticated 
robots can accomplish only haltingly. We can also multitask effort lessly 
when we extract a handkerchief from a pocket and mop our brow while 
striking up a conversation with an acquaintance. Yet designing an 
electronic brain that would allow a robot to perform this simple combi
nation of behaviors remains a distant prospect. 

Terry Sejnowski is an investigator with the Howard 
Hughes Medical Institute and is Francis Crick Professor at 
the Salk Institute for Biological Studies, where he directs 
the Computational Neurobiology Laboratory. 

Tobi Delbruck is co-leader of the sensors group at the  
Institute of Neuroinformatics at the University of Zurich.
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The brain makes sense of our experiences by 

focusing closely on the timing of the impulses 

that flow through billions of nerve cells

 By Terry Sejnowski and  

Tobi Delbruck 

N EU ROSC I E N C E
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SYNAPSES: The connection 
points between neurons 

regulate information flow 
throughout the brain.
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How does the brain pull all this off, given that the complexity 
of the networks inside our skull—trillions of connections among 
billions of brain cells—rivals that of the Internet? One answer is 
energy efficiency: when a nerve cell communicates with anoth-
er, the brain uses just a millionth of the energy that a digital 
computer expends to perform the equivalent operation. Evolu-
tion, in fact, may have played an important role in pushing the 
three-pound organ toward ever greater energy efficiencies. 

Parsimonious energy consumption cannot be the full explana-
tion, though, given that the brain also comes with many built-in 
limitations. One neuron in the cerebral cortex, for instance, can 
respond to an input from another neuron by firing an impulse, or 
a “spike,” in thousandths of a second—a snail’s pace compared 
with the transistors that serve as switches in computers, which 
take billionths of a second to switch on. The reliability of the neu-
ronal network is also low: a signal traveling from one cortical cell 
to another typically has only a 20 percent possibility of arriving 
at its ultimate destination and much less of a chance of reaching 
a distant neuron to which it is not directly connected.

Neuroscientists do not fully understand how the brain man-
ages to extract meaningful information from all the signaling 
that goes on within it. The two of us and others, however, have 
recently made exciting progress by focusing new attention on 
how the brain can efficiently use the timing of spikes to encode 
information and rapidly solve difficult computational problems. 
This is because a group of spikes that fire almost at the same mo-
ment can carry much more information than can a comparably 
sized group that activates in an unsynchronized fashion. 

Beyond offering insight into the most complex known ma-
chine in the universe, further advances in this research could 
lead to entirely new kinds of computers. Already scientists have 
built “neuromorphic” electronic circuits that mimic aspects of 
the brain’s signaling network. We can build devices today with a 
million electronic neurons, and much larger systems are 
planned. Ultimately investigators should be able to build neuro-
morphic computers that function much faster than modern 
computers but require just a fraction of the power [see “Neuro-
morphic Microchips,” by Kwabena Boahen; Scientific American, 
May 2005].

CELL CHATTER
like many other neuroscientists, we often use the visual sys-
tem as our test bed, in part because its basic wiring diagram is 
well understood. Timing of signals there and elsewhere in the 
brain has long been suspected of being a key part of the code 
that the brain uses to decide whether information passing 
through the network is meaningful. Yet for many decades these 
ideas were neglected because timing is only important when 
compared between different parts of the brain, and it was hard 
to measure activity of more than one neuron at a time. Recent-

ly, however, the practical development of computer models of 
the nervous system and new results from experimental and 
theoretical neuroscience have spurred interest in timing as a 
way to better understand how neurons talk to one another. 

Brain cells receive all kinds of inputs on different timescales. 
The microsecond-quick signal from the right ear must be recon-
ciled with the slightly out-of-sync input from the left. These rapid 
responses contrast with the sluggish stream of hormones cours-
ing through the bloodstream. The signals most important for this 
discussion, though, are the spikes, which are sharp rises in volt-
age that course through and between neurons. For cell-to-cell 
communication, spikes lasting a few milliseconds handle imme-
diate needs. A neuron fires a spike after deciding that the number 
of inputs urging it to switch on outweigh the number telling it to 
turn off. When the decision is made, a spike travels down the 
cell’s axon (somewhat akin to a branched electrical wire) to its 
tips. Then the signal is relayed chemically through junctions, 
called synapses, that link the axon with recipient neurons. 

In each eye, 100 million photoreceptors in the retina respond 
to changing patterns of light. After the incoming light is pro-
cessed by several layers of neurons, a million ganglion cells at the 
back of the retina convert these signals into a sequence of spikes 
that are relayed by axons to other parts of the brain, which in 
turn send spikes to still other regions that ultimately give rise to 
a conscious perception. Each axon can carry up to several hun-
dred spikes each second, though more often just a few spikes 
course along the neural wiring. All that you perceive of the visual 
world—the shapes, colors and movements of everything around 
you—is coded into these rivers of spikes with varying time inter-
vals separating them. 

Monitoring the activity of many individual neurons at once is 
critical for making sense of what goes on in the brain but has 
long been extremely challenging. In 2010, though, E. J. Chichilni-
sky of the Salk Institute for Biological Studies in La Jolla, Calif., 
and his colleagues reported in Nature that they had achieved the 
monumental task of simultaneously recording all the spikes 
from hundreds of neighboring ganglion cells in monkey retinas. 
(Scientific American is part of Nature Publishing Group.) This 
achievement made it possible to trace the specific photorecep-
tors that fed into each ganglion cell. The growing ability to re-
cord spikes from many neurons simultaneously will assist in de-
ciphering meaning from these codelike brain signals. 

For years investigators have used several methods to inter-
pret, or decode, the meaning in the stream of spikes coming from 
the retina. One method counts spikes from each axon separately 
over some period: the higher the firing rate, the stronger the sig-
nal. The information conveyed by a variable firing rate, a rate 
code, relays features of visual images, such as location in space, 
regions of differing light contrast, and where motion occurs, with 
each of these features represented by a given group of neurons.

I N  B R I E F

Three pounds of nerve tissue underneath the skull 
are capable of perceiving, thinking and acting with  
a finesse that cannot be matched by any computer. 
The brain achieves this feat of cognition, in part, by 
carefully timing the signals that flash across the tril-

lions of connections that link billions of brain cells. 
Seeing a flower pot causes groups of neurons to 
fire in a brief time interval to activate a part of the 
brain that registers that particular object at just that 
one moment. 

Understanding how this timing system works will 
both lead to better understanding of our behavior 
and enable the building of new computing and elec-
tronic equipment that, like the brain, functions more 
efficiently than conventional digital machines. 
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Information is also transmitted by relative timing—when 
one neuron fires in close relation to when another cell spikes. 
Ganglion cells in the retina, for instance, are exquisitely sensi-
tive to light intensity and can respond to a changing visual 
scene by transmitting spikes to other parts of the brain. When 
multiple ganglion cells fire at almost the same instant, the 
brain suspects that they are responding to an aspect of the 
same physical object. Horace Barlow, a leading neuroscientist 
at the University of Cambridge, characterized this phenome-
non as a set of “suspicious coincidences.” Barlow referred to the 

observation that each cell in the visual cortex may be activated 
by a specific physical feature of an object (say, its color or its 
orientation within a scene). When several of these cells switch 
on at the same time, their combined activation constitutes a 
suspicious coincidence because it may only occur at a specific 
time for a unique object. Apparently the brain takes such syn-
chrony to mean that the signals are worth noting because the 
odds of such coordination occurring by chance are slim.

Electrical engineers are trying to build on this knowledge to 
create more efficient hardware that incorporates the principles 
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The Brain’s Fast 
Messaging Link
Spikes—millisecond rises in voltage that 
pass down axons from cell bodies to other 

neurons—are the communication signals 
the brain uses to provide an immediate 

response to an event. New research 
has shown that coordinated timing of 
spikes lends efficiency to a network of 
brain cells that encompasses trillions 
of connections among neurons. 

Illustration by Emily Cooper
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A spike fires 
from a neuron’s 
cell body.

1 

When the voltage at 
the cell body exceeds  
a thresh old, the neuron 
emits a spike. 

5 

When a spike reaches a synapse 
with a neighboring neuron, a 
neuro trans mitter is released 
and an electrical impulse 
enters a dendrite, the 
branching protrusion from 
a receiving neuron.

3 

What the Eyes Tell the Brain
“Seeing” occurs when spikes generated by cells within the eye in response to an object move on to the relay station  
of the thalamus and then to the visual cortex. Properly timed spikes, each representing some characteristic of an object, 
such as color or spatial orientation, are integrated in the cortex to form a perception of the whole object. 

Spikes that arrive at a neuron within  
a narrow time window of a few mil li
seconds—shown below as colored 
blips—can trigger the firing of that neuron. 

4 Impulses from different synapses are 
integrated by the cell body of the 
receiving neuron. A set of spikes that 
arrive at the receiving neuron at about 
the same time is much more effective in 
conveying information than randomly 
timed inputs.

Cell 
body

Axon

Spike

Synapse

Dendrite

The signal travels  
along the axon, the neuron’s 
wirelike extension. 

2 
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of spike timing when recording visual scenes. One of us (Del-
bruck) has built a camera that emits spikes in response to chang-
es in a scene’s brightness, which enables the tracking of very fast 
moving objects with minimal processing by the hardware to cap-
ture images [see box above]. 

INTO THE CORTEX
new evidence adds proof that the visual cortex attends to tempo-
ral clues to make sense of what the eye sees. The ganglion cells in 
the retina do not project directly to the cortex but relay signals 
through neurons in the thalamus, deep within the brain’s midsec-
tion. This region in turn must activate 100 million cells in the visual 
cortex in each hemisphere at the back of the brain before the mes-
sages are sent to higher brain areas for conscious interpretation. 

We can learn something about which spike patterns are most 
effective in turning on cells in the visual cortex by examining the 
connections from relay neurons in the thalamus to cells known 
as spiny stellate neurons in a middle layer of the visual cortex. In 
1994 Kevan Martin, now at the Institute of Neuroinformatics at 
the University of Zurich, and his colleagues reconstructed the 
thalamic inputs to the cortex and found that they account for 
only 6 percent of all the synapses on each spiny stellate cell. 
How, then, everyone wondered, does this relatively weak visual 
input, a mere trickle, manage to reliably communicate with 
neurons in all layers of the cortex? 

Cortical neurons are exquisitely sensitive to fluctuating in-
puts and can respond to them by emitting a spike in a matter of a 
few milliseconds. In 2010 one of us (Sejnowski), along with Hsi-
Ping Wang and Donald Spencer of the Salk Institute and Jean-
Marc Fellous of the University of Arizona, developed a detailed 
computer model of a spiny stellate cell and showed that even 
though a single spike from only one axon cannot cause one of 
these cells to fire, the same neuron will respond reliably to inputs 
from as few as four axons projecting from the thalamus if the 
spikes from all four arrive within a few milliseconds of one an-
other. Once inputs arrive from the thalamus, only a sparse subset 
of the neurons in the visual cortex needs to fire to represent the 
outline and texture of an object. Each spiny stellate neuron has a 
preferred visual stimulus from the eye that produces a high fir-
ing rate, such as the edge of an object with a particular angle of 
orientation.

In the 1960s David Hubel of Harvard Medical School and Tor-
sten Wiesel, now at the Rockefeller University, discovered that 
each neuron in the relevant section of the cortex responds 
strongly to its preferred stimulus only if activation comes from a 
specific part of the visual field called the neuron’s receptive field. 
Neurons responding to stimulation in the fovea, the central re-
gion of the retina, have the smallest receptive fields—about the 
size of the letter e on this page. Think of them as looking at the 
world through soda straws. In the 1980s John Allman of the Cal-

A P P L I C AT I O N S 

The Retina Inspires  
a New Kind of Camera 
Technology emerges from  
studying the speed and efficiency  
of the brain’s visual processing 

Traditional digital video cameras are sur
prisingly inefficient. They snap 24 frames  
a second to capture the varying intensities 
of light that make up the different parts of 
a visual scene. Each pixel, or discrete picture 
element in an image, records the average 
intensity over the past 40 milliseconds, the 
time it takes a fasthit tennis ball to move 
about 1.5 meters. As a result, the cameras 
produce an enormous flood of data that 
consumes a lot of processing time. 

Aiming for more efficiency, one of us 
(Delbruck) and his colleagues at the Insti
tute of Neuroinformatics at the University 
of Zurich have developed a new type of 
camera that mimics the way parts of the 
retina encode images for our brain. Like the 
retina, the camera—called the Dyn am ic 
Vision Sensor, or DVS—senses only the 
parts of a scene that change when any pixel 
detects a change in brightness from the 

existing recorded value. The camera can 
thus capture even fastmoving objects 
using just a trickle of data. 

The pixels in the DVS behave some
thing like certain retin al ganglion cells in 
that they also emit an electrical spike when 
brightness changes. The camera can record 
a shift of light intensity in the blink of a 
micro second, so the DVS can track high
speed motion better than the millisecond 
speeds of ordinary cameras that capture a 
scene frame by frame. 

Because of the sparse yet information-
packed output of the DVS, the camera is 
ideal as a sentinel, a detector of anything 
that moves, whether a car, pedestrian 
traffic, or an elderly person who slips and 
falls. As a result of the camera’s speed, the 
DVS has been incorporated into a robot 
that blocks balls shot at a goal, as well as a 
pencilbalancing robot, a car that follows a 

line drawn in chalk, and sensors that track 
particles in moving fluids or that interpret 
human gestures. The shootwhatchanges 
approach to processing visual information 
has started to attract broader interest 
among technology designers. A group at 
Weill Cornell Medical College and their 
collaborators recently reported on an 
artificial retina prosthesis that processes 
light using this method, a nod to the 
sparse elegance with which biology 
sometimes functions.  —T.S. and T.D. 

IF IT MOVES, SHOOT IT: The DVS 
captures only parts of the scene in 
which pixels change in brightness from 
one moment to the next. As contrast 
changes in the image of a child (left), 
pixels become brighter or darker. For the 
juggler (right), recent ball movements 
glow red and the oldest ones flash blue.
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ifornia Institute of Technology showed that visual stimulation 
from outside the receptive field of a neuron can alter its firing 
rate in reaction to inputs from within its receptive field. This 
“surround” input puts the feature that a neuron responds to into 
the context of the broader visual environment. 

Stimulating the region surrounding a neuron’s receptive 
field also has a dramatic effect on the precision of spike timing. 
David McCormick, James Mazer and their colleagues at Yale 
University recently recorded the responses of single neurons in 
the cat visual cortex to a movie that was replayed many times. 
When they narrowed the movie image so that neurons triggered 
by inputs from the receptive field fired (no input came from the 
surrounding area), the timing of the signals from these neurons 
had a randomly varying and imprecise pattern. When they ex-
panded the movie to cover the surrounding area outside the re-
ceptive field, the firing rate of each neuron decreased, but the 
spikes were precisely timed. 

The timing of spikes also matters for other neural processes. 
Some evidence suggests that synchronized timing—with each 
spike representing one aspect of an object (color or orienta-
tion)—functions as a means of assembling an image from com-
ponent parts. A spike for “pinkish red” fires in synchrony with 
one for “round contour,” enabling the visual cortex to merge 
these signals into the recognizable image of a flower pot.  

ATTENTION AND MEMORY
our story so far has tracked visual processing from the photore-
ceptors to the cortex. But still more goes into forming a percep-
tion of a scene. The activity of cortical neurons that receive visu-
al input is influenced not only by those inputs but also by 
excitatory and inhibitory interactions between cortical neurons. 
Of particular importance for coordinating the many neurons re-
sponsible for forming a visual perception is the spontaneous, 
rhythmic firing of a large number of widely separated cortical 
neurons at frequencies below 100 hertz. 

Attention—a central facet of cognition—may also have its 
physical underpinnings in sequences of synchronized spikes. It 
appears that such synchrony acts to emphasize the importance 
of a particular perception or memory passing through conscious 
awareness. Robert Desimone, now at the Massachusetts Insti-
tute of Technology, and his colleagues have shown that when 
monkeys pay attention to a given stimulus, the number of corti-
cal neurons that fire synchronized spikes in the gamma band of 
frequencies (30 to 80 hertz) increases, and the rate at which they 
fire rises as well. Pascal Fries of the Ernst Strüngmann Institute 
for Neuroscience in cooperation with the Max Planck Society in 
Frankfurt found evidence for gamma-band signaling between 
distant cortical areas. 

Neural activation of the gamma-frequency band has also at-
tracted the attention of researchers who have found that patients 
with schizophrenia and autism show decreased levels of this type 
of signaling on electroencephalographic recordings. David Lewis 
of the University of Pittsburgh, Margarita Behrens of the Salk In-
stitute and others have traced this deficit to a type of cortical neu-
ron called a basket cell, which is involved in synchronizing spikes 
in nearby circuits. An imbalance of either inhibition or excitation 
of the basket cells seems to reduce synchronized activity in the 
gamma band and may thus explain some of the physiological un-
derpinnings of these neurological disorders. Interestingly, pa-

tients with schizophrenia do not perceive some visual illusions, 
such as the tilt illusion, in which a person typically misjudges the 
tilt of a line because of the tilt of nearby lines. Similar circuit ab-
normalities in the prefrontal cortex may be responsible for the 
thought disorders that accompany schizophrenia.

When it comes to laying down memories, the relative timing 
of spikes seems to be as important as the rate of firing. In partic-
ular, the synchronized firing of spikes in the cortex is important 
for increasing the strengths of synapses—an important process 
in forming long-term memories. A synapse is said to be strength-
ened when the firing of a neuron on one side of a synapse leads 
the neuron on the other side of the synapse to register a stronger 
response. In 1997 Henry Markram and Bert Sakmann, then at 
the Max Plank Institute for Medical Research in Heidelberg, dis-
covered a strengthening process known as spike-timing-depen-
dent plasticity, in which an input at a synapse is delivered at a 
frequency in the gamma range and is consistently followed with-
in 10 milliseconds by a spike from the neuron on the other side of 
the synapse, a pattern that leads to enhanced firing by the neu-
ron receiving the stimulation. Conversely, if the neuron on the 
other side fires within 10 milliseconds before the first one, the 
strength of the synapse between the cells decreases.

Some of the strongest evidence that synchronous spikes may 
be important for memory comes from research by György Buzsá-
ki of New York University and others on the hippocampus, a 
brain area that is important for remembering objects and events. 
The spiking of neurons in the hippocampus and the cortical areas 
that it interacts with is strongly influenced by synchronous oscil-
lations of brain waves in a range of frequencies from four to eight 
hertz (the theta band), the type of neural activity encountered, for 
instance, when a rat is exploring its cage in a laboratory experi-
ment. These theta-band oscillations can coordinate the timing of 
spikes and also have a more permanent effect in the synapses, 
which results in long-term changes in the firing of neurons.

A GRAND CHALLENGE AHEAD
neuroscience is at a turning point as new methods for simulta-
neously recording spikes in thousands of neurons help to reveal 
key patterns in spike timing and produce massive databases for 
researchers. Also, optogenetics—a technique for turning on ge-
netically engineered neurons using light—can selectively acti-
vate or silence neurons in the cortex, an essential step in estab-
lishing how neural signals control behavior. Together, these and 
other techniques will help us eavesdrop on neurons in the brain 
and learn more and more about the secret code that the brain 
uses to talk to itself. When we decipher the code, we will not only 
achieve an understanding of the brain’s communication system, 
we will also start building machines that emulate the efficiency 
of this remarkable organ. 

M O R E  T O  E X P L O R E

 Terry Sejnowski’s 2008 Wolfgang Pauli Lectures on how neurons compute and communi-
cate: www.podcast.ethz.ch/podcast/episodes/?id=607
Neuromorphic Sensory Systems. Shih-Chii Liu and Tobi Delbruck in Current Opinion in 
Neurobiology, Vol. 20, No. 3, pages 288–295; June 2010. http://tinyurl.com/bot7ag8
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To keep jellyfish, fungi and other 
creatures from overtaking healthy 
habitats, scientists are exploring  

food webs and tipping points 
By Carl Zimmer

BRINK
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The scientists repeated the same trip two more times in 
2009. Each time they dropped 15 more bass into the water. 
Months passed. The lake cycled through the seasons. It froze 
over, thawed out and bloomed again with life. Then, in the sum-
mer of 2010, Peter Lake changed dramatically. Before the scien-
tists started their experiment, the lake abounded in fathead 
minnows, pumpkinseeds and other small fish. Now, however, 
those once dominant predators were rare, for the most part eat-
en by the largemouth bass. The few survivors hid in the shal-
lows. Water fleas and other tiny animals that the small fish once 
devoured were now free to flourish. And because these diminu-
tive animals graze on algae, the lake water became clearer. Two 
years later the ecosystem remains in its altered state. 

Peter Lake’s food web has flipped, shifting from a long-
standing arrangement to a new one. Carpenter triggered the 
switchover on purpose, as part of an experiment he is running 
on the factors that lead to persistent changes in the mix of or-
ganisms eating and being eaten by one another. Yet in recent 
decades food webs across the world have also been flipping, of-
ten unexpectedly, on a far greater scale. Jellyfish now dominate 
the waters off the coast of Namibia. Hungry snails and fungi 
are overrunning coastal marshes in North Carolina, causing 
them to disintegrate. In the northwestern Atlantic, lobsters are 
proliferating while cod have crashed.

Whether by fishing, converting land into farms and cities, or 
warming the planet, humanity is putting tremendous stresses 
on the world’s ecosystems. As a result, ecologists expect many 
more food webs to flip in the years ahead. Predicting those sud-

den changes is far from straightforward, however, because food 
webs can be staggeringly complex.

That is where Carpenter comes in. Taking advantage of 30 
years of ecological research at Peter Lake, Carpenter and his 
colleagues developed mathematical models of ecological net-
works that allowed them to pick up early-warning signs of the 
change that was coming, 15 months before its food web flipped. 
“We could see it a good long ways in advance,” Carpenter says.

With the help of such models, he and other scientists are be-
ginning to decipher some of the rules that determine whether a 
food web will remain stable or cross a threshold and change 
substantially. They hope to use their knowledge of those rules to 
monitor the state of ecosystems so that they can identify ones at 
risk of collapse. Ideally, an early-warning system would tell us 
when to alter human activities that are pushing an ecosystem 
toward a breakdown or would even allow us to pull ecosystems 
back from the brink. Prevention is key, they say, because once 
ecosystems pass their tipping point, it is remarkably difficult for 
them to return.

MATHEMATICAL PREDATORS
carpenter’s work builds on a century of basic research by ecolo-
gists who have sought to answer a simple question: Why are 
the populations of different species the way they are? Why, for 
example, are there so many flies and so few wolves? And why 
do the sizes of fly populations vary greatly from one year to the 
next? To find an answer, ecologists began to diagram food webs, 
noting who ate whom and how much each one ate. Yet food 

peter lake lies deep in a maple forest near the wisconsin-michigan 
border. One day in July 2008 a group of scientists and graduate 
students led by ecologist Stephen Carpenter of the University of 
Wisconsin–Madison arrived at the lake with some fish. One by 
one, they dropped 12 largemouth bass into the water. Then they 
headed for home, leaving behind sensors that could measure wa-
ter clarity every five minutes, 24 hours a day.

Carl Zimmer is a frequent contributor to the New York 
Times and is author and co-author of a dozen books, 
including Evolution: Making Sense of Life, a textbook  
he co-authored with biologist Douglas J. Emlen.

I N  B R I E F

Food webs are complex, but mathematical models 
can reveal critical links that, if disturbed, can cause 
the webs to flip to a different state, including collapse.

Once the flipping of food webs takes place, they are 
often unlikely to return to their original state.
Experiments in Peter Lake and Paul Lake near the Mich-

igan-Wisconsin border are showing that models can 
predict a flip before it occurs, giving ecologists a chance 
to alter an ecosystem and pull it back from the brink. 
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Fewer Sharks, Scallops 
After decades of thinking that food webs are structured from the 
bottom up, researchers are finding that top predators often control 
the chain—directly and indirectly. A study by Julia Baum, now at  
the University of Victoria in British Columbia, and others shows that 
overfishing of large sharks (blue) off the eastern U.S. has allowed 
midlevel predators (green) to grow in number, especially the cow-
nose ray. The expanded population, in turn, has devastated certain 
shellfish ( yellow), notably bay scallops. A ban on shark fishing 
could allow the fish to recover, curtailing the cow nose 
boom and allowing scallops to flourish again.

F O O D  W E B  I N  AC T I O N 

Illustrations by Portia Sloan Rollings, Graphic by Jen Christiansen

Large sharks (top predators)

Other sharks, rays and skates (midlevel predators)
Prey (of commercial interest)

Initial population size

Major predation

Moderate predation

Minor predation

Smaller population size after 35 years

Larger population size after 35 years
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webs can encompass dozens, hundreds or 
thousands of species; their complexity of-
ten turned attempted diagrams into hope-
less snarls.

To make sense of the snarls, ecologists 
have turned food webs into mathematical 
models. They write an equation for the 
growth of one species by linking its repro-
duction rate to how much food it can obtain 
and how often it gets eaten by other species. 
Because all those variables can change, solv-
ing the equations for even simple food webs 
has proved overwhelming. Fortunately, the 
rise of fast, cheap computers has recently al-
lowed ecologists to run simulations of many 
different kinds of ecosystems.

Out of this work, ecologists discovered 
some key principles operating in real food 
webs. Most food webs, for instance, consist 
of many weak links rather than a few strong 
ones. Two species are strongly linked if they 
interact a lot, such as a predator that consis-
tently devours huge numbers of a single 
prey. Species that are weakly linked interact 
occasionally: a predator snacks every now 
and then on various species. Food webs may 
be dominated by numerous weak links be-
cause that arrangement is more stable over 
the long term. If a predator can eat several 
species, it can survive the extinction of one 
of them. And if a predator can move on to 
another species that is easier to find when a 
prey species becomes rare, the switch allows 
the original prey to recover. The weak links 
may thus keep species from driving one an-
other to extinction. “You see it over and over 
again,” says Kevin McCann, an ecologist at 
the University of Guelph in Ontario.

Mathematical models have also revealed 
vulnerable points in food webs, where small 
changes can lead to big effects throughout 
entire ecosystems. In the 1960s, for example, 
theoreticians proposed that predators at the top of a food web ex-
erted a surprising amount of control over the size of populations 
of other species—including species they did not directly attack. 
The idea of this top-down control by a small fraction of animals 
in an ecosystem was greeted with skepticism. It was hard to see 
how a few top predators could have such a great effect on the rest 
of their food web. 

But then we humans began running unplanned experiments 
that put this so-called trophic cascade hypothesis to the test. In 
the ocean, we fished for top predators such as cod on an indus-
trial scale, while on land, we killed off large predators such as 
wolves. We introduced invasive species such as rats to islands 
and gave a variety of other shocks to the world’s ecosystems. 
The results of these actions vindicated the key role of predators 
and the cascading effects they can have from the top of a food 
web on down.

Ecologists realized that, as predicted, changes in certain pred-

ators had massive impacts on food webs. The 
slaughter of wolves around Yellowstone Na-
tional Park led to a boom in elk and other 
herbivores. The elk feasted on willow and as-
pen leaves, killing many trees. Likewise, off 
the eastern U.S. coast, fishers have devastated 
oyster and scallop populations without catch-
ing a single one. Instead they have killed 
sharks in huge numbers, allowing the smaller 
predatory fish the sharks fed on to thrive. The 
population of cownose rays, for example, has 
exploded. Cownose rays feed on bottom-
dwelling shellfish, and as a result, their boom 
has led to a crash in oysters and scallops. 

THE STICKY SWITCH
many of these flips have taken ecologists by 
surprise. And they have realized that fore-
casting when a food web will change drasti-
cally is important because once it does, it of-
ten sticks; returning a food web to its original 
state is hard. “Getting back is really, really dif-
ficult,” says ecologist Villy Christensen of the 
University of British Columbia.

In the northwestern Atlantic, for exam-
ple, cod fisheries collapsed in the early 
1990s. Cod are voracious predators, and 
with their disappearance came a boom in 
their prey, including sprats, capelins, young 
lobsters and snow crabs. To try to allow cod 
to recover, managers put strict limits on cod 
fishing or even banned it altogether. The 
mathematical models they relied on indicat-
ed that if the fish were left unmolested, they 
would be able to lay enough eggs and grow 
fast enough to rebuild their population. 

“The predictions for recovery were on 
the order of five to six years,” says Kenneth 
Frank, a research scientist at Fisheries and 
Oceans Canada at the Bedford Institute of 
Oceanography who studies cod fisheries off 
the coast of Nova Scotia and Newfoundland. 

The predictions were wrong, however. Even after six years, the 
cod showed no sign of recovery. Instead the species languished 
at a few percent of its precollapse population. 

Frank and his colleagues have now figured out why: the ini-
tial estimates were based only on how fast cod can reproduce, 
not on how the whole food web is organized. Adult cod feed on 
sprats and capelins and other prey known collectively as forage 
fish. The forage fish, in turn, eat tiny animals known as zoo-
planktons, including the eggs and larvae of cod themselves.

Before cod were overfished, they kept the forage fish in 
check, so that the small fish could not eat enough eggs and lar-
vae to put a dent in the cod population. Once humans lowered 
the cod population, though, the tables were turned. The forage 
fish boomed and could devour a substantial fraction of the 
young cod. Even without humans fishing them, the cod were 
unable to rebound.

Only now are Frank and his co-workers seeing signs of a de-

UNINTENDED CUT: Removing 
gray wolves from Yellow stone 
National Park allowed a boom in 
elk, which dined on aspen leaves, 
killing many young trees.
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layed recovery. After falling to as low as 1 per-
cent of their precrash levels, the cod have ris-
en in recent years to 30 percent. The key, 
Frank says, is that the forage fish have explod-
ed to such high numbers that they are out-
stripping their own food supply and are start-
ing to crash. Now that their population has 
dropped, cod eggs and larvae have a much 
better chance to reach adulthood. If cod can 
return to their former levels, they will be able 
to keep the populations of forage fish down 
once more. “That’s the trajectory they’re on, 
but there are lots of surprises because these 
ecosystems are so complex,” Frank says.

Food webs will continue to flip around 
the world. Some will do so because of hunt-
ing and fishing, but others will be buffeted by 
other forces. For example, lionfish, native to 
the Pacific, became popular as pets in the 
U.S., but East Coast owners who grew tired of 
them began dumping them into the Atlantic, where they are now 
menacing Caribbean coral reefs. They are eating so many small 
prey species that ecologists predict they will outcompete and 
drive down many of the native predators, including sharks. Cli-
mate change is also altering food webs, in some cases by shifting 
the ranges of predators and their prey. No matter what the driver 
of food web changes, they may be able to push the ecosystems 
over major thresholds. And if those ecosystems have sticky switch-
es, it will be very hard to restore them.

EARLY WARNING PREVENTS COLLAPSE
some scientists say that preventing food webs from switching is 
a more effective strategy than trying to restore ones that have 
flipped. They believe an ounce of ecological prevention may be 
worth a pound of cure. Carpenter and his colleagues have been 
developing an early-warning system that can reveal when eco-
logical switches are about to happen and offer some guidance 
about how to pull an ecosystem back from the tipping point. 

“Ecologists had always thought these things were completely 
unpredictable,” Carpenter says. That is why, eight years ago, he 
and his colleagues began to create equations that could capture 
how ecosystems work. They included variables for such factors 
as the reproduction rate of species and the rate at which differ-
ent species eat one another. These equations produced ecosys-
tem models that could reach tipping points at which they would 
suddenly convert into a new state, just as real ecosystems do. 

The scientists could also see subtle yet distinctive patterns de-
veloping long before the virtual ecosystems abruptly changed—
an ecological version of distant rumbles that precede a storm. 
One pattern that surfaced, for example, was that when an eco-
system was disturbed—say, by a sudden swing in temperature or 
a disease outbreak—it began to take longer than usual to return 
to its regular state. “As it gets closer to the tipping point, it recov-
ers more slowly from perturbations,” says Marten Scheffer, an 
ecologist at Wageningen University in the Netherlands who has 
worked with Carpenter on early-warning systems.

Scheffer, Carpenter and their co-workers are testing their 
models in a range of experiments. Some have taken place in the 
carefully controlled confines of laboratories. Carpenter’s exper-

iment in Peter Lake was the first time they 
had put the early-warning system to a test 
in a natural ecosystem. Once the scientists 
started to stock Peter Lake, they performed 
daily recordings of the zooplanktons, phyto-
planktons and fishes in the water. They also 
monitored nearby Paul Lake, similar in size, 
which they did not manipulate. Any chang-
es that occurred in both lakes would pre-
sumably be the result of external factors in 
the climate. In the summer of 2009 the sci-
entists began to see rapid rises and falls in 
the chlorophyll levels in Peter Lake. The 
lake’s jitters matched the patterns that come 
before an ecosystem flips in Carpenter’s 
models. Paul Lake, meanwhile, showed no 
such change.

Carpenter and his colleagues hope to de-
velop monitoring systems that can detect 
similarly telltale fluctuations that foreshad-

ow an imminent change in other ecosystems, from wetlands to 
forests to oceans. “There are many tricky aspects to it, but it does 
work,” Scheffer says. 

The goal, of course, is to know when we are pushing an eco-
system to the brink, so we can stop pushing. To test this idea, 
Carpenter is manipulating Peter Lake again. Instead of adding 
top predators, this time he is adding fertilizer, which will likely 
lead to a boom of algae. That, in turn, will trigger changes 
throughout the lake’s ecosystem. Carpenter expects that a num-
ber of bigger fish species—including those largemouth bass—
will crash as a result and then remain stuck at low levels. He 
also expects to get warning signs of this change months in ad-
vance, in the form of chlorophyll fluctuations and other subtle 
patterns. Once he sees those signs, Carpenter will stop supply-
ing the extra fertilizer. If he is right, the ecosystem will return 
to its normal state instead of flipping. For comparison, he will 
add fertilizer to nearby Tuesday Lake, but he will not stop when 
he does at Peter Lake. Paul Lake will again be left untreated, as 
a control.

Carpenter is optimistic that the early-warning system he is 
developing will work not just in isolated lakes but in any eco-
system, thanks to the way ecological networks are organized. 
Yet success would not mean that predicting a flip would be cer-
tain. The equations that he and his colleagues have developed 
suggest that some disturbances will be so dramatic and fast 
that they will not leave time for ecologists to notice that trouble 
is coming. “Surprises will continue,” Carpenter says, “although 
the early-warning system does provide the opportunity to an-
ticipate some surprises before they happen.” 

M O R E  T O  E X P L O R E

Human Involvement in Food Webs. Donald R. Strong and Kenneth T. Frank in Annual Review 
of Environment and Resources, Vol. 35, pages 1–23; November 2010.
Trophic Cascades: Predators, Prey, and the Changing Dynamics of Nature. Edited by 
John Terborgh and James A. Estes. Island Press, 2010.
Food Webs. Kevin S. McCann. Princeton University Press, 2011.
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DEVELOPING  

AN EARLY-
WARNING SYSTEM 
THAT CAN REVEAL 

WHEN A FOOD 
WEB IS ABOUT TO 
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HOW TO PULL  
IT BACK FROM  

THE BRINK.
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The
Higgs

atLast

P H YS I CS

After a three-decade search, 
scientists appear to have 

found the elusive particle.  
Its peculiar properties 

suggest a new era in physics 
could be about to dawn

By Michael Riordan, Guido Tonelli 
and Sau Lan Wu 
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Michael Riordan is a historian of science and the  
author of numerous books, including The Hunting  
of the Quark (Simon & Schuster, 1987). He is writing  
a history of the ill-fated Superconducting Super Collider. 

Late on the evening 
of June 14, 2012, groups of graduate students and postdoctoral researchers working on the 
Large Hadron Collider began peering into a just opened data cache. This huge machine at 
CERN, the European laboratory for particle physics near Geneva, had been producing tremen-
dous amounts of data in the months since it awoke from its winter-long slumber. But the more 
than 6,000 physicists who work on the LHC’s two largest experiments were wary of uninten-
tionally adding biases to their analysis. They had agreed to remain completely unaware of the 
results—performing what are called “blind” analyses—until mid-June, when all would sudden-
ly be revealed in a frenzy of nocturnal activity. 

Many of the young scientists worked through that night to 
untangle the newly freed threads of evidence. Although the LHC 
is a giant collider feeding multiple experiments, only the two 
largest ones—ATLAS and CMS—had been tasked with finding 
the Higgs boson, the long-sought particle that would complete 
the Standard Model of particle physics, the theoretical descrip-
tion of the subatomic world. Each massive detector records the 
subatomic debris spewing relentlessly from proton collisions in 
its midst; a detailed, independent accounting of these remnants 
can reveal fleeting new phenomena, including perhaps the elu-
sive Higgs boson. Yet the detectors have to sift through the parti-
cle tracks and energy deposits while enduring a steady siege of 
low-energy background particles that threaten to swamp poten-
tially interesting signals. It is like drinking from a fire hose while 
trying to ferret out a few tiny grains of gold with your teeth.

Fortunately, the scientists knew what they were looking for. 
After the LHC’s disastrous start—an electrical splice between 
two magnets warmed and melted just nine days after the LHC 
came online in 2008, triggering a powerful spark that punctured 
the surrounding vessel, released tons of helium and ripped 
scores of costly superconducting magnets from their mounts—
the collider had been collecting reams of data during 2011, 
enough to pick up an early hint of a Higgs signal. 

After that run ended in October for its scheduled winter shut-
down, Fabiola Gianotti, spokesperson for ATLAS, and one of us 
(Tonelli), then spokes person for CMS, delivered a special seminar 
to an overflowing audience in the main CERN auditorium. Both 
detectors independently found suggestive bumps in the data.

What’s more, these telltale hints of a Higgs boson corroborat-
ed one another. Both ATLAS and CMS reported several dozen 

I N  B R I E F

The Higgs boson, the last missing piece 
of the Standard Model of particle phys-
ics, had for many decades eluded phys-
icists’ increasingly elaborate efforts to 
detect its presence. 

Two giant experiments at CERN’s Large 
Hadron Collider had found tantalizing 
hints of the Higgs in late 2011. At that 
time, physicists hoped that the spring 
2012 run would lead to a discovery.

Physicists hid the data from the spring 
run from even themselves, “blinding” 
their analyses so as to not introduce 
bias. In mid-June they took the first 
look at the new evidence.

The “Higgs-like” particle that emerged 
has many of the properties that physi-
cists were looking for. It also held some 
early surprises that could point the way 
to the future of physics.

Guido Tonelli is a professor at the University of Pisa in Italy  
and a researcher at Italy’s National Institute of Nuclear Physics.  
He has been working on the CMS experiment at CERN since  
1993 and served as its spokesperson in 2010 and 2011. 

Sau Lan Wu has been searching for the Higgs boson for more  
than 20 years, first at the LEP collider and since 1993 as a member  
of the ATLAS experiment at CERN. She is Enrico Fermi Distin guished 
Professor of Physics at the University of Wisconsin–Madison.
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events above the expected background in which two photons 
came blazing out with combined energies of 125 billion electron 
volts, or 125 GeV. (GeV is the stand ard unit of mass and energy in 
particle physics, about equal to a proton mass.) If proton colli-
sions had created short-lived Higgs bosons, they could have de-
cayed into these photons. Each experiment also found a few sur-
plus events in which four charged leptons (electrons or muons) 
carried off similar total energies. These could also have been the 
result of a Higgs [see box on next page]. Such a concurrence of sig-
nals was unprecedented. It suggested that something real was be-
ginning to appear in the data. 

Yet given the stringent norms of particle physics, none of the 
signals observed in 2011 were strong enough to allow for claims 
of a “discovery.” Data peaks and bumps like this had often proved 
ephemeral, mere random fluctuations. And the successful spring 
2012 run, which generated more proton collisions in 11 weeks 
than had come in during all of 2011, could easily have washed out 
the nascent data peaks, smothering them in background noise. 

Of course, the opposite could occur, too. 
If the bumps were the result of an actual 
Higgs boson, not just a cruel statistical arti-
fact, all the new data gave researchers a good 
chance of being able to claim an official dis-
covery—ending this decades-long search 
and beginning a whole new era in our under-
standing of matter and the universe.

A THREE-DECADE SEARCH
never just another particle, the Higgs bo-
son is the cornerstone of a grand intellectual 
edifice known as the Standard Model, the in-
terwoven set of theories that constitute mod-
ern particle physics. This particle’s existence 
had been suggested in 1964 by Peter W. 
Higgs of the University of Edinburgh as the 
result of a subtle mechanism—independent-
ly conceived by François Englert and Robert 
Brout in Brussels plus three theorists in London—that endows 
elementary particles with mass. The Higgs boson is the physical 
manifestation of an ethereal fluid (called the Higgs field) that 
permeates every corner of the cosmos and imbues elementary 
particles with their distinctive masses. With the discovery of 
quarks and gluons in the 1970s and the massive, weak-force- 
bearing W and Z bosons during the early 1980s, most of the ele-
ments of the Standard Model had fallen neatly into place.

Although theorists asserted that the Higgs boson—or some-
thing like it—must exist, they could not predict what its mass 
might be. For this and other reasons, researchers had few clues 
about where to look for it. An early candidate, weighing in at less 
than nine times the proton mass, turned up in 1984 at a refur-
bished, low-energy electron-positron collider in Hamburg, Ger-
many. Yet the evidence withered away after further study.

Most theorists agreed that the Higgs mass should be 10 to 100 
times higher. If so, discovering it would require a much larger 
and more energetic particle collider than even the Fermi National 
Laboratory’s Tevatron, a six-kilometer proton-antiproton collider 
completed in 1983. That same year CERN began building the bil-
lion-dollar Large Electron Positron (LEP) collider, boring a 27-ki-
lometer circular tunnel that crossed the French-Swiss border four 

times near Geneva. Although LEP had other important physics 
goals, the Higgs boson was high on its target list. 

U.S. particle physicists, encouraged by the Reagan administra-
tion to “think big,” pushed through grandiose plans for a much 
larger, multibillion-dollar machine, the Superconducting Super 
Collider (SSC), in the late 1980s. With a proton-proton collision 
energy of 40 trillion electron volts (40 TeV, or 40,000 GeV), the 
SSC was designed to track down the Higgs boson even if it were to 
come in at a mass near 1,000 GeV. 

But after the SSC’s projected price tag nearly doubled to $10 
billion, Congress voted to kill it in 1993. Dismayed, U.S. Higgs 
hunters thereafter turned back to Fermilab and CERN to pursue 
this research. Discoveries and precision measurements made at 
LEP and the Tevatron soon implied that the Higgs boson should 
be no more than 200 GeV, which put it potentially within reach 
of these colliders. In over a decade of searching, however, physi-
cists found no lasting evidence for Higgs-like data bumps.

During the final LEP runs in the summer of 2000, physicists 
decided to push the collision energy beyond 
what the machine was designed to handle. 
That is when hints of a Higgs boson began 
appearing. In September two of the four LEP 
experiments reported evidence for a handful 
of events with a Z boson plus another mys-
tery particle that decayed into two bottom 
quarks—a particle that looked a lot like a 
115-GeV Higgs boson. CERN’s then director 
Luciano Maiani granted the machine a six-
week stay of execution that autumn, but dur-
ing that period researchers could unearth 
only one more candidate event. It was not 
sufficient. After a heated debate, Maiani de-
cided to shut LEP down and begin its 
planned conversion into the LHC, a machine 
designed to find the Higgs boson. 

CLOSING IN ON DISCOVERY
the lhc is the most spectacular collection of advanced technolo-
gy ever assembled. Built inside the original LEP tunnel by hun-
dreds of accelerator physicists and engineers led by project man-
ager Lyndon Evans, it uses little left from that collider. Its 
principal components include more than 1,200 superconducting 
dipole magnets—shiny, 15-meter-long cylinders worth nearly $1 
million each. Probably the most sophisticated components ever 
mass-produced, by firms in France, Germany and Italy, they har-
bor twin beam tubes that are flanked by niobium-titanium mag-
net coils bathed in liquid helium at 1.9 kelvins, or –271 degrees 
Celsius. Inside, twin proton beams circulate in both directions at 
energies up to 7 TeV and velocities approaching light speed.

The beams resemble those of a pulsed laser rather than a 
flashlight. Each consists of almost 1,400 “bunches,” containing 
up to 150 billion protons apiece—about the number of stars in 
the Milky Way. Under normal operations, 10 to 30 proton colli-
sions occur during each bunch crossing. That corresponds, how-
ever, to around half a billion collisions per second.

Proton collisions are far messier than electron-positron colli-
sions. Theorist Richard Feynman of the California Institute of 
Technology once compared the process to smashing garbage cans 
into garbage cans, which means that lots of junk comes out. Pro-
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Illustration by George Retseck

tons are composite objects made of quarks and gluons; in the 
most interesting events, two gluons collide at energies above 100 
GeV—and occasionally up to 1 TeV. Physicists, aided by sophisti-
cated detectors, custom-built electronics and state-of-the art com-
puters, try to sift the few events corresponding to interesting 
physics from the billions of dull, uninteresting ones.

The ATLAS and CMS experiments cannot observe a Higgs bo-
son directly—it would decay into other particles far too quickly. 
They look for evidence that it was created inside. Depending on 
the Higgs boson’s mass, it could decay into lighter particles in a 

variety of ways [see box above]. In 2011 attention began to focus 
on its rare decays into two photons and four charged leptons be-
cause these signals would stand out starkly against the tremen-
dous backgrounds that could easily swamp a Higgs signal. 

The year’s delay caused by the 2008 magnet disaster gave Fer-
milab physicists one last shot at making a Higgs discovery. Just 
before the scheduled Tevatron shutdown in September 2011, the 
CDF and D-Zero experiments at the collider reported small ex-
cesses of events in which bottom quark pairs appeared at com-
bined energies from 125 to 155 GeV. But as in the LEP closure, the 

The Delicate, Rare Fingerprints of the Higgs
The Higgs boson is an extremely unstable particle that quickly 
decays via a number of different processes, or “modes.” Unfor
tunately, many decay modes are indistinguishable from the 

thunderous din of ordinary background events that result from  
500 million protonproton collisions every second. The ATLAS and 
CMS experiments are designed to spot the occasional interesting 

F I N D I N G S 

Photons
Each detector includes multiple calorimeters, devices for measuring the 
energy of particles. The innermost calorimeter is particularly alert for 
photons. These are absorbed in the calorimeter and create tiny electrical 
signals. If a Higgs decays into two photons, the detector can measure  
their total energy at extremely high accuracy, which helps to precisely 
reconstruct the mass of the newly found particle. 

Z Bosons
The Higgs may decay into a pair of Z bosons, each of which can decay into  
an electron paired with an oppositely charged antielectron or two muons.  
An inner tracker and calorimeter measure the electrons, while muons fly out, 
leaving footprintlike tracks as they go. High magnetic fields bend the path  
of electrons and muons during their trip, allowing for a high-resolution 
measurement of their energy and the original Higgs mass.

OBSERVED OBSERVED

EXPECTED EXPECTED
Calorimeters

Higgs boson

Photon Photon

Photon Photon

Z boson

Z boson

Electron

Antielectron

Muon

Muon

Electron

Antielectron

Muon

Muon

© 2012 Scientific American



October 2012, ScientificAmerican.com 71

researchers could not convince the lab director to grant them a 
reprieve, and the Tevatron was soon shut down [see “Waiting for 
the Higgs,” by Tim Folger; Scientific American, October 2011]. 
(This past March these physicists reported a more detailed anal-
ysis that showed a bulge centered at 125 GeV, reinforcing the 
CERN results.) 

CROSSING THE LINE
by may 2012 the LHC was producing data 15 times faster than the 
Tevatron had ever achieved, thanks to efforts of physicists and 

operators led by accelerator director Stephen Myers. This run 
was a culmination of two decades of work by thousands of  
ATLAS and CMS physicists who built and now operate the detec-
tors, designed and now manage a computer system that distrib-
utes data around the world, created novel hardware and com-
puter software to identify the most interesting collisions, and 
wrote the algorithms that dig out the most pertinent events from 
the great morass of data being recorded. They all worked fever-
ishly, anticipating a discovery. So when the researchers opened 
their data sets in mid-June, they had torrents of events to sift 

events that might come from the Higgs decay and throw much  
of the rest away. The drawings below show four of the most im 
portant decay modes that experiments use to search for the Higgs, 

along with images of actual Higgslike signals that CMS observed in 
the 2011 and 2012 runs. (Because the discovery is statistical in nature, 
no single event can be used as definitive proof.)

Bottom Quarks
The Higgs can also decay to a bottom quark and its antiparticle, each of which 
decays into a tight “jet” of secondary particles called hadrons (composite 
particles made of quarks). These hadrons fly through the detector’s inner 
layers and deposit their energy in the outer calorimeters. Unfortunately, many 
ordinary collisions also generate jets of hadrons from bottom quarks, which 
makes it difficult to separate these Higgs events out from the background. 

W Bosons 
The Higgs can also decay to two W bosons, each of which can decay into an 
electron, antielectron or muon, plus a neutrino or antineutrino. Neutrinos are 
nearly impossible to detect—they fly out of the detector as if they were never 
there, taking with them some of the event’s energy. Researchers use this 
missing energy to infer their presence, but the missing energy also prevents 
them from accurately reconstructing the mass of the original Higgs boson. 
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through. After graduate students and postdocs worked through 
the night, they anxiously prepared to reveal what had turned up.

It was a hot afternoon on June 15 when CMS physicists began 
gathering in Room 222 of the CERN filtration plant to hear the 
young physicists’ reports. Soon the room was crowded with hun-
dreds of collaboration members—out of about 3,000 in all—many 
of them standing or sitting on the floor. Few had slept much the 
night before. Tension and excitement gripped the room.

The first speaker discussed one possible Higgs decay route, or 
“channel,” into pairs of W bosons. A small excess of events ap-
peared in the low-mass region of most interest, but the faint sig-
nal generated no great excitement. Then presentations on the 
rare four-lepton and two-photon decays came one after the oth-
er. Now it indeed looked like a Higgs boson was showing up at 
long last. The signals from the 2012 data were occurring again in 
the same vicinity—near 125 GeV—that had so tantalized re-
searchers six months earlier. Scientists realized almost immedi-
ately that if they were to combine the new data with the 2011 re-
sults, chances were good that CMS could claim a Higgs discovery. 
The crowd cheered at the end of the two key presentations. 

Similar kinds of revelations occurred in the ATLAS experi-
ment. Spontaneous celebrations broke out in several groups when 
they looked at the new data. Yet it took more than a week of long 
workdays and sleepless nights before these physicists were cer-
tain that they could conclude that the chances that these events 
were the result of random fluctuations were less than one in three 
million—corresponding to the stringent “five sigma” standard 
that particle physicists insist on to claim a discovery. Loud clap-
ping and cries of joy greeted the moment of recognition.

By that time word of a discovery had leaked out. Worldwide 
interest began growing so intense that secrecy was placed at a 
premium. There were to be no further leaks before the official 
word was presented, particularly because the exact content of 
documents under preparation could change. ATLAS members 
were not supposed to talk about the recent results with CMS 

physicists, nor vice versa. Individual physicists, however, could 
not resist discussing the news many had awaited so long. Hushed 
conversations in the CERN cafeteria and corridors suggested that 
something big was building up. Pressure to go public swelled.

CERN director Rolf-Dieter Heuer got an early glance at the 
findings in a June 22 meeting with Gianotti and Joseph Incande-
la of the University of California, Santa Barbara, Tonelli’s succes-
sor as CMS spokesperson. Heuer decided that the evidence was 
strong enough to make public. He immediately informed the 
CERN Council (its governing body) to keep them abreast of the 
fast-moving developments. Heuer then decided to hold a joint 
seminar at CERN on July 4, timed to coincide with the opening 
of the 36th International Conference on High Energy Physics in 
Melbourne, Australia, followed by a CERN press conference.

The night before the seminar, hundreds of physicists dozed fit-
fully in the hallways outside the locked main auditorium, desper-
ately hoping to get one of the unreserved seats remaining inside. 
Myers, Evans and four prior CERN directors who had been heavi-
ly involved with the LHC since its conception were seated in the 
front row. Having just flown to Geneva, Peter Higgs walked in to 
warm, sustained applause and sat down next to Englert.

Incandela and then Gianotti showed blizzards of slides about 
the new data and results, mostly covering the 2012 measure-
ments. As in December, graphs of two-photon data revealed strik-
ing peaks jutting out at 125 to 126 GeV. And this time around, the 
experiments had more than a dozen extra events in which a heavy 
particle had exploded into four charged leptons at 125 GeV. Subtle 
peaks had begun to form in that channel, too. 

That clinched it. Combining this result with the two-photon 
one, CMS and ATLAS independently concluded that the chances 
that the apparition was a fluke, due to random fluctuations, were 
less than one in three million. It had to be real. When the camera 
panned to Higgs, he could be seen pulling out a handkerchief to 
wipe his eyes. 

“I think we have it,” exulted Heuer, wrapping up the seminar 

Five Decades 
of the Higgs
This summer’s discovery of a 
Higgs-like particle marks the 
culmination of a decades-long 
search. In the years before the 
Standard Model of particle physics 
came together, researchers realized 
that they had no explanation for 
why particles should have mass.  
A series of theo retical insights 
suggested that a new type of 
field—now called the Higgs field—
could slow particles down and give 
them their inertia. This field should 
have a particle counterpart, and so 
the search for the Higgs was on. 

T I M E L I N E

January 1983
W BOSON DISCOVERED
 One of the last missing pieces of the 
Standard Model is uncovered when  
an experiment at the Super Proton 
Synchrotron at CERN near Geneva 
spots W bosons for the first time. 

July 1989
NEW COLLIDER 
COMES ONLINE
 In an effort to bag bigger 
quarry, CERN constructs 
the Large Electron 
Positron (LEP) collider 
inside a circular, 
27-kilometer-long 
tunnel. 

August 1979
GLUON 
DISCOVERED
Scientists first observe the gluon, 
the particle responsible for 
nuclear forces, at the DESY  
lab oratory in Hamburg, Germany. 
Theorists calculate that gluon 
fusion will create more Higgs 
bosons than any other process. 

August 1964
THE PAPERS
 François Englert and Robert Brout  
publish the first of three papers proposing 
a particle and mechanism that will come  
to be named after Peter W. Higgs (left), 
author of the second paper, which is 
published two weeks later. Gerald 
Guralnik, Carl Hagen and Tom Kibble 
publish the third paper in November.
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to sustained applause. “We have a discovery,” he went on, guard-
edly using the word at last. “We have observed a new particle con-
sistent with a Higgs boson.”

A NEW ERA IN PHYSICS?
few physicists now doubt that a heavy new particle has turned up. 
But exactly what sort of particle might it be? CERN physicists 
spoke cautiously on this question, calling it a “Higgs-like boson” 
and insisting that more data were needed to pin down its proper-
ties. CERN has not yet proved conclusively that the new particle 
has the property of zero “spin,” as required by the Standard Mod-
el—although a comparison with the latest Tevatron data (released 
on July 2 in an obvious attempt to share the limelight) suggested 
this was true. The ATLAS and CMS experiments are also picking 
up more two-photon events than expected. Could something be 
amiss? Or is this surfeit hinting at intriguing new physics? 

Attention, both experimental and theoretical, is currently fo-
cused on resolving whether the new particle is indeed “the” Higgs 
boson predicted by the Standard Model or not. That question can 
be resolved by taking more data and accurately measuring how 
this new particle decays into other particles. The official publica-
tions submitted in late July included further decay channels that 
do not contradict the Standard Model. CMS still reported a five-
sigma discovery, while the ATLAS results had grown stronger. 
And early analysis of the combined LHC and Tevatron data by 
CERN theorists John Ellis and Tevong You indicated that the new 
particle, as they put it, “does indeed walk and quack very much 
like a Higgs boson.” 

The new particle’s connection with a pair of high-energy pho-
tons has stimulated intrigue. Because the Higgs field imbues ele-
mentary particles with mass, it should interact more strongly 
with heavier particles. Photons have no mass, so the Higgs boson 
produces them via a mechanism involving other, massive parti-
cles. Additional heavy particles (which are required by supersym-
metry and other theories) could enhance the process—as appears 

to be happening, based on early data. If the tendency holds up, it 
will strongly suggest physics beyond that described by the Stan-
dard Model [see “The Coming Revolutions in Particle Physics,” by 
Chris Quigg; Scientific American, February 2008].

The epochal discovery of this particle marks the end of a long 
era in particle physics and the beginning of an exciting new phase 
studying phenomena at the TeV energy scale. After decades in the 
doldrums, the discipline is energized once again by the heady in-
tercourse of theory and experiment. Questions abound that may 
find answers from further research on this fascinating particle or 
its potential partners. Does it play a role in the inflation mecha-
nism considered the force driving the big bang origins of the uni-
verse? Does it interact with dark matter particles thought to in-
habit the cosmos? And what higher-energy mechanism or process, 
if any, shields the fragile vacuum from instabilities that may 
threaten our existence? 

Although we celebrate the triumph of the Standard Model, 
such a lightweight Higgs boson should be extremely sensitive to 
physics lying beyond it. The particle opens up a fabulous new lab-
oratory for further experimentation. Are its properties exactly as 
predicted? The apparent discrepancies in the early data could be 
random fluctuations that disappear in months to come. Or per-
haps they are offering subtle hints of intriguing new physics. 

M O R E  T O  E X P L O R E
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September 2000
LAST PUSH FOR THE HIGGS
 Scientists at LEP detect hints of the Higgs boson just 
as the machine is scheduled to be permanently shut 
down. Administrators offer a six-week reprieve and 
push the machine past its design energy but for 
naught. We now know the weak signal was not the 
Higgs after all: it was at the wrong mass. 

November 2, 2000 
THE END  
OF AN ERA
 The LEP collider closes so that 
construction may begin on 
CERN’s Large Hadron Collider 
(LHC), the machine that will 
eventually find the Higgs. 

September 19, 2008
DISASTER STRIKES
 After an electrical splice between two 
magnets warms and melts, a powerful 
spark punctures a magnet vessel and 
releases tons of liquid helium. More than  
50 magnets rip from their mounts or are 
otherwise damaged. 

September 10, 2008
ALL SYSTEMS GO
 The first proton beams shoot around the newly finished LHC. 

July 4, 2012
HIGGS-LIKE  
PARTICLE FOUND
 CERN scientists announce  
that they have discovered  
a Higgs-like particle at 125 GeV.

—Compiled by Marissa Fessenden
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KINETIC 
KITE
An airborne wind turbine turns 
sea breezes into electricity  
By David Biello

T
he powerful thrust of ocean-spawned winds can 
zip a kite surfer across the sea’s surface at up to 
55 miles per hour. Engineers are now trying to 
harvest the power in that wind to generate elec-
tricity. The Wing 7 airborne wind turbine pictured 

here is a prototype of a leading contender for the job. The auton-
omous, lightweight device is tethered to land or to a floating 
platform; when wind speeds pick up, four rotors fly it up above 
820 feet in a circle perpendicular to the wind. As the air rushes 
across the carbon-fiber wing, the rotors generate electricity by 
spinning permanent magnets. “The rotors are both propellers 
and turbines,” notes mechanical engineer Corwin Hardham, 
CEO and co-founder of Makani Power, which created the Wing 7. 
An onboard computer makes constant adjustments.

The idea of generating power with kites, to avoid the fickle-
ness of winds closer to the earth, is centuries old; modern itera-
tions—including schemes for harvesting energy by flying into jet 
streams—date back to at least the 1970s. Makani intends to meet 
that challenge by designing its kite to work over the ocean, where 
the wind blows fairly constantly, and to cover a wide expanse of 
sky in its circular flight. Even relatively light winds that fail to stir 
traditional turbines can speed the light, tethered aircraft at more 
than 100 miles per hour and allow it to generate power. 

The possibility of capturing some fraction of the power in 
winds out of reach of even the tallest ground-based turbines has 

drawn ongoing financial support from Google, the U.S. Depart-
ment of Energy’s Advanced Research Projects Agency–Energy 
and others. Right now the Wing 7 can generate 30 kilowatts of 
power—slightly less than the typical automobile engine. Makani 
plans to develop and deploy its first 600-kilowatt device—akin 
to a small ground-based wind turbine—by 2016.  

David Biello is an associate editor at Scientific American.
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AUTOPILOT: An onboard 
computer housed just behind  
the nose cone makes adjust
ments to allow the Wing 7 to 
generate the most power in 
flight. Carbon fiber throughout 
the kite makes it light but strong: 
the 120pound device can pull 
more than three tons. “It can 
pull your car away,” says Makani 
Power’s Corwin Hardham.

ROTOR POWER: These rotors serve as both  
turbines and propellers. Each of the four rotors on  

the Wing 7 contains a permanent magnet that spins  
in the breeze to generate electricity. Those electrons  
travel back to the earth via a tether that connects the  
kite to land or to a floating platform.

© 2012 Scientific American



76 Scientific American, October 2012

T
raits that are common among psychopathic serial killers—a grandiose sense of 
self-worth, persuasiveness, superficial charm, ruthlessness, lack of remorse and the 
manipulation of others—are also shared by politicians and world leaders. Individuals, 
in other words, running not from the police. But for office. Such a profile allows those 
who present with these traits to do what they like when they like, completely unfazed 

by the social, moral or legal consequences of their actions.

If you are born under the right star, for example, and have power over the human 
mind as the moon over the sea, you might order the genocide of 100,000 Kurds and 
shuffle to the gallows with such arcane recalcitrance as to elicit, from even your harsh-
est detractors, perverse, unspoken deference.

“Do not be afraid, doctor,” said Saddam Hussein on the scaffold, moments before 
his execution. “This is for men.”

If you are violent and cunning, like the real-life “Hannibal Lecter” Robert Mauds-
ley, you might take a fellow inmate hostage, smash his skull in and sample his brains 
with a spoon as nonchalantly as if you were downing a soft-boiled egg. (Maudsley,  
by the way, has been cooped up in solitary confinement for the past 30 years, in a bul-

We can learn a lot from psychopaths. Certain aspects of their personalities  

and intellect are often hallmarks of success  

By Kevin Dutton
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PSYCHOPATHS

Adapted from The Wisdom of Psychopaths,  
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letproof cage in the basement of Wakefield Prison in England.)
Or if you are a brilliant neurosurgeon, ruthlessly cool and fo-

cused under pressure, you might, like the man I’ll call Dr. Geragh-
ty, try your luck on a completely different playing field: at the re-
mote outposts of 21st-century medicine, where risk blows in on 
100-mile-per-hour winds and the oxygen of deliberation is thin. “I 
have no compassion for those whom I operate on,” he told me. 
“That is a luxury I simply cannot afford. In the theater I am re-
born: as a cold, heartless machine, totally at one with scalpel, 
drill and saw. When you’re cutting loose and cheating death 
high above the snowline of the brain, feelings aren’t fit for pur-
pose. Emotion is entropy—and seriously bad for business. I’ve 
hunted it down to extinction over the years.”

Geraghty is one of the U.K.’s top neurosurgeons—and al-
though, on one level, his words send a chill down the spine, on 
another they make perfect sense. Deep in the ghettoes of some 
of the brain’s most dangerous neighborhoods, the psychopath is 
glimpsed as a lone and merciless predator, a solitary species of 
transient, deadly allure. No sooner is the word out than images 
of serial killers, rapists and mad, reclusive bombers come stalk-
ing down the sidewalks of our minds.

But what if I were to paint you a different picture? What if I 
were to tell you that the arsonist who burns your house down 
might also, in a parallel universe, be the hero most likely to 
brave the flaming timbers of a crumbling, blazing building to 
seek out, and drag out, your loved ones? Or that the kid with a 
knife in the shadows at the back of the movie theater might 
well, in years to come, be wielding a rather different kind of 
knife at the back of a rather different kind of theater?

Claims like these are admittedly hard to believe. But they’re 
true. Psychopaths are fearless, confident, charismatic, ruthless 
and focused. Yet, contrary to popular belief, they are not neces-
sarily violent. Far from its being an open-and-shut case—you’re 
either a psychopath or you’re not—there are, instead, inner and 
outer zones of the disorder: a bit like the fare zones on a subway 
map. There is a spectrum of psychopathy along which each of us 
has our place, with only a small minority of A-listers resident in 
the “inner city.”

Think of psychopathic traits as the dials on a studio mixing 
deck. If you turn all of them to max, you’ll have a soundtrack 
that’s no use to anyone. But if the soundtrack is graded, and 
some are up higher than others—such as fearlessness, focus, lack 
of empathy and mental toughness, for example—you may well 
have a surgeon who’s a cut above the rest.

Of course, surgery is just one instance where psychopathic 
“talent” may prove advantageous. There are others. In 2009, for 
instance, I decided to perform my own research to determine 
whether, if psychopaths were really better at decoding vulnera-
bility (as had been found in some studies), there could be appli-
cations. There had to be ways in which, rather than being a drain 
on society, this ability actually conferred some benefit. And there 
had to be ways to study it. 

Enlightenment dawned when I met a friend at the airport. 
We all get a bit paranoid going through customs, I mused. Even 
when we’re perfectly innocent. But imagine what it would feel 
like if we did have something to hide—and if an airport security 
officer were particularly good at picking up on that feeling?

To find out, I decided to conduct an experiment. Thirty un-
dergraduate students took part: half of them high on the Self- 
Report Psychopathy Scale, and half of them low. There were also 
five “associates.” The students’ job was easy. They had to sit in a 
classroom and observe the associates’ movements as they en-
tered through one door and exited through another, traversing, 
en route, a small, elevated stage. But there was a catch. They also 
had to note who was “guilty”: Which one of the five was conceal-
ing a scarlet handkerchief?

To raise the stakes and give the observers something to “go 
on,” the associate with the handkerchief was handed £100. If the 
jury decided that they were the guilty party—if, when the votes 
were counted, they came out on top—then they had to hand it 
back. If, on the other hand, they got away with it, and the finger of 
suspicion fell heavier on one of the others, they would, in contrast, 
stand to be rewarded. They would, instead, get to keep the £100.

Which of the students would make the better “customs offi-
cers”? Would the psychopaths’ predatory instincts prove reli-
able? Or would their nose for vulnerability let them down?

More than 70 percent of those who scored high on the Self-
Report Psychopathy Scale correctly picked out the handker-
chief-smuggling associate, compared with just 30 percent of the 
low scorers. Zeroing in on weakness may well be part of a serial 
killer’s tool kit. But it may also come in handy at the airport.

TROLLEYOLOGY
joshua greene, a psychologist at Harvard University, has ob-
served how psychopaths unscramble moral dilemmas. As I de-
scribed in my 2011 book, Split-Second Persuasion, he has stum-
bled on something interesting. Far from being uniform, empathy 
is schizophrenic. There are two distinct varieties: hot and cold.

Consider, for example, the following conundrum (Case 1), 
first proposed by the late philosopher Philippa Foot:

A railway trolley is hurtling down a track. In its path are five 
people who are trapped on the line and cannot escape. Fortu-
nately, you can flip a switch that will divert the trolley down a 
fork in the track away from the five people—but at a price. There 
is another person trapped down that fork, and the trolley will kill 
him or her instead. Should you hit the switch?

Most of us experience little difficulty when deciding what to 
do in this situation. Although the prospect of flipping the switch 
isn’t exactly a nice one, the utilitarian option—killing just the one 
person instead of five—represents the “least worst choice.” Right?

Now consider the following variation (Case 2), proposed by 
philosopher Judith Jarvis Thomson:

As before, a railway trolley is speeding out of control down a 
track toward five people. But this time you are standing behind 
a very large stranger on a footbridge above the tracks. The only 
way to save the five people is to heave the stranger over. He will 
fall to a certain death. But his considerable girth will block the 
trolley, saving five lives. Question: Should you push him?

Kevin Dutton is a research psychologist at  
the Calleva Research Center for Evolution  
and Human Sciences at Magdalen College, 
University of Oxford.
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Here you might say we’re faced with a “real” dilemma. Al-
though the score in lives is precisely the same as in the first ex-
ample (five to one), playing the game makes us a little more cir-
cumspect and jittery. But why?

Greene believes he has the answer. It has to do with different 
climatic regions in the brain.

Case 1, he proposes, is what we might call an impersonal 
moral dilemma and involves those areas of the brain, the pre-
frontal cortex and posterior parietal cortex (in particular, the 
anterior paracingulate cortex, the temporal pole and the superi-
or temporal sulcus), principally implicated in our objective ex-
perience of cold empathy: in reasoning and rational thought.

Case 2, on the other hand, is what we might call a personal 
moral dilemma. It hammers on the door of the brain’s emotion 
center, known as the amygdala—the circuit of hot empathy.

Just like most normal members of the population, psycho-
paths make pretty short work of the dilemma presented in Case 
1. Yet—and this is where the plot thickens—quite unlike normal 
people, they also make pretty short work of Case 2. Psychopaths, 
without batting an eye, are perfectly happy to chuck the fat guy 
over the side.

To compound matters further, this difference in behavior is 
mirrored, rather distinctly, in the brain. The pattern of neural 
activation in both psychopaths and normal people is well 
matched on the presentation of impersonal moral dilemmas—
but dramatically diverges when things get a bit more personal.

Imagine that I were to pop you into a functional MRI ma-
chine and then present you with the two dilemmas. What would 
I observe as you went about negotiating their moral minefields? 
Just around the time that the nature of the dilemma crossed the 
border from impersonal to personal, I would see your amygdala 
and related brain circuits—your medial orbitofrontal cortex, for 
example—light up like a pinball machine. I would witness the 
moment, in other words, that emotion puts its money in the slot.

But in a psychopath, I would see only darkness. The cavernous 
neural casino would be boarded up and derelict—the crossing 
from impersonal to personal would pass without any incident. 

THE PSYCHOPATH MIX
the question of what it takes to succeed in a given profession, to 
deliver the goods and get the job done, is not all that difficult 
when it comes down to it. Alongside the dedicated skill set nec-
essary to perform one’s specific duties—in law, in business, in 
whatever field of endeavor you care to mention—exists a selec-
tion of traits that code for high achievement.

In 2005 Belinda Board and Katarina Fritzon, then at the Uni-
versity of Surrey in England, conducted a survey to find out pre-
cisely what it was that made business leaders tick. What, they 
wanted to know, were the key facets of personality that separat-
ed those who turn left when boarding an airplane from those 
who turn right?

Board and Fritzon took three groups—business managers, psy-
chiatric patients and hospitalized criminals (those who were psy-
chopathic and those suffering from other psychiatric illnesses)—
and compared how they fared on a psychological profiling test.

Their analysis revealed that a number of psychopathic attri-
butes were actually more common in business leaders than in so-

called disturbed criminals—attributes such as superficial charm, 
egocentricity, persuasiveness, lack of empathy, independence, 
and focus. The main difference between the groups was in the 
more “antisocial” aspects of the syndrome: the criminals’ law-
breaking, physical aggression and impulsivity dials (to return to 
our analogy of earlier) were cranked up higher.

Other studies seem to confirm the “mixing deck” picture: that 
the border between functional and dysfunctional psychopathy 
depends not on the presence of psychopathic attributes per se but 
rather on their levels and the way they are combined. Meh met 
Mahmut and his colleagues at Macquarie University in Sydney 
have recently shown that patterns of brain dysfunction (specifi-
cally, patterns in orbitofrontal cortex functioning—the area of the 

brain that regulates the input of the 
emotions in decision making) ob-
served in both criminal and noncrim-
inal psychopaths, exhibit dimension-
al rather than discrete differences. 
This, Mahmut suggests, means that 
the two groups should not be viewed 
as qualitatively distinct populations 
but rather as occupying different po-
sitions on the same continuum.

In a similar (if less high-tech) vein, 
I asked a class of first-year under-
graduates to imagine they were man-
agers in a job placement company. 

“Ruthless, fearless, charming, amoral and focused,” I told them. 
“Suppose you had a client with that kind of profile. To which line 
of work do you think they might be suited?”

Their answers couldn’t have been more insightful. CEO, spy, 
surgeon, politician, the military . . .  they all popped up in the 
mix. Amongst serial killer, assassin and bank robber.

“Intellectual ability on its own is just an elegant way of fin-
ishing second,” one successful CEO told me. “Remember, they 
don’t call it a greasy pole for nothing. The road to the top is 
hard. But it’s easier to climb if you lever yourself up on others. 
Easier still if they think something’s in it for them.”

Jon Moulton, one of London’s most successful venture capi-
talists, agrees. In a recent interview with the Financial Times, 
he lists determination, curiosity and insensitivity as his three 
most valuable character traits.

No prizes for guessing the first two. But insensitivity? The 
great thing about insensitivity, Moulton explains, is that “it lets 
you sleep when others can’t.” 

M O R E  T O  E X P L O R E
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Journey to 
the Genetic 
Interior 
What was once known as junk DNA  
turns out to hold hidden treasures,  
says computational biologist Ewan Birney

Interview by Stephen S. Hall

I n the 1970s, when biologists first glimpsed the landscape of human 
genes, they saw that the small pieces of DNA that coded for proteins 
(known as exons) seemed to float like bits of wood in a sea of genetic 
gibberish. What on earth were those billions of other letters of DNA 
there for? No less a molecular luminary than Francis Crick, co-discov-
erer of DNA’s double-helical structure, suspected it was “little better 
than junk.”

The phrase “junk DNA” has haunted 
human genetics ever since. In 2000, 
when scientists of the Human Genome 
Project presented the first rough draft of 
the sequence of bases, or code letters, in 
human DNA, the initial results appeared 
to confirm that the vast majority of the 
sequence—perhaps 97 percent of its 3.2 
billion bases—had no apparent function. 
The “Book of Life,” in other words, looked 
like a heavily padded text.

But beginning roughly at that same 
time, a consortium of dozens of interna-
tional laboratories embarked on a mas-
sive, unglamorous and largely unnoticed 
project to annotate what one biologist 
has called the “humble, unpretentious 

non-gene” parts of the human genome. 
Known as the Encyclopedia of DNA Ele-
ments (ENCODE for short), the project 
required scientists, in essence, to crawl 
along the length of the double helix as 
they attempted to identify anything with 
a biological purpose. In 2007 the group 
published a preliminary report hinting 
that, like the stuff all of us park in the at-
tic, there were indeed treasures aplenty 
amid the so-called junk.

Now, in a series of papers published in 
September in Nature (Scientific Ameri-
can is part of Nature Publishing Group) 
and elsewhere, the ENCODE group has 
produced a stunning inventory of previ-
ously hidden switches, signals and sign-
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posts embedded like runes throughout 
the entire length of human DNA. In the 
process, the ENCODE project is reinvent-
ing the vocabulary with which biologists 
study, discuss and understand human in-
heritance and disease.

Ewan Birney, 39, of the European Bio-
informatics Institute in Cambridge, Eng-
land, led the analysis by the more than 
400 ENCODE scientists who annotated 
the genome. He recently spoke with Sci-
entific American about the major find-
ings. Excerpts follow.

Scientific American: The ENCODE 
project has revealed a landscape that 
is absolutely teeming with important 
genetic elements—a landscape that 
used to be dismissed as “junk DNA.” 
Were our old views of how the genome 
is organized too simplistic?
birney: People always knew there was 
more there than protein-coding genes. It 
was always clear that there was regula-
tion. What we didn’t know was just quite 
how extensive this was. 

Just to give you a sense here, about 1.2 
percent of the bases are in protein-coding 
exons. And people speculated that “may-
be there’s the same amount again in-
volved in regulation or maybe a little bit 
more.” But even if we take quite a conser-
vative view from our ENCODE data, we 
end up with something like 8 to 9 percent 
of the bases of the genome involved in 
doing something like regulation.

Thus, much more of the genome is 
devoted to regulating genes than to 
the protein-coding genes themselves?
 And that 9 percent can’t be the whole 
story. The most aggressive view of the 
amount we’ve sampled is 50 percent. So 
certainly it’s going to go above 9 percent, 
and one could easily argue for some-
thing like 20 percent. That’s not an un-
feasible number.

Should we be retiring the phrase  
“junk DNA” now?
 Yes, I really think this phrase does need 
to be totally expunged from the lexicon. 
It was a slightly throwaway phrase to de-
scribe very interesting phenomena that 

were discovered in the 1970s. I am now 
convinced that it’s just not a very useful 
way of describing what’s going on.

What is one surprise you have had 
from the “junk”?
 There has been a lot of debate, inside of 
ENCODE and outside of the project, about 
whether or not the results from our ex-
periments describe something that is real-
ly going on in nature. And then there was 
a rather more philosophical question, 
which is whether it matters. In other 
words, these things may biochemically oc-
cur, but evolution, as it were, or our body 
doesn’t actually care.

That debate has been running since 
2003. And then work by ourselves, but 
also work outside of the consortium, has 
made it much clearer that the evolution-
ary rules for regulatory elements are dif-
ferent from those for protein-coding ele-
ments. Basically the regulatory elements 
turn over a lot faster. So whereas if you 
find a particular protein-coding gene in 
a human, you’re going to find nearly the 
same gene in a mouse most of the time, 
and that rule just doesn’t work for regu-
latory elements.

In other words, there is more  
complex regulation of genes, and 
more rapid evolution of these  
regulatory elements, in humans?  
Absolutely. 

That’s a rather different way of think-
ing about genes—and evolution.
 I get this strong feeling that previously I 
was ignorant of my own ignorance, and 
now I understand my ignorance. It’s 
slightly depressing as you realize how ig-
norant you are. But this is progress. The 
first step in understanding these things is 
having a list of things that one has to un-
derstand, and that’s what we’ve got here. 

Earlier studies suggested that only, 
say, 3 to 15 percent of the genome had 
functional significance—that is, actu-
ally did something, whether coding  
for proteins, regulating how the genes 
worked or doing something else. Am  
I right that the ENCODE data imply, 

instead, that as much as 80 percent  
of the genome may be functional?
 One can use the ENCODE data and come 
up with a number between 9 and 80 per-
cent, which is obviously a very big range. 
What’s going on there? Just to step back, 
the DNA inside of our cells is wrapped 
around various proteins, most of them 
histones, which generally work to keep 
everything kind of safe and happy. But 
there are other types of proteins called 
transcription factors, and they have spe-
cific interactions with DNA. A transcrip-
tion factor will bind only at 1,000 places, 
or maybe the biggest bind is at 50,000 
specific places across the genome. And so, 
when we talk about this 9 percent, we’re 
really talking about these very specific 
transcription-factor-to-DNA contacts.

On the other hand, the copying of 
DNA into RNA seems to happen all the 
time—about 80 percent of the genome is 
actually transcribed. And there is still a 
raging debate about whether this large 
amount of transcription is a background 
process that’s not terribly important or 
whether the RNA that is being made ac-
tually does something that we don’t yet 
know about.

Personally, I think everything that is 
being transcribed is worth further explo-
ration, and that’s one of the tasks that we 
will have to tackle in the future.

There is a widespread perception  
that the attempts to identify common 
genetic variants related to human 
disease through so-called genome-
wide association studies, or GWAS, 
have not revealed that much. Indeed, 
the ENCODE results now show that 
about 75 percent of the DNA regions 
that the GWAS have previously linked 
to disease lie no  where near protein-
coding genes. In terms of disease, 
have we been wrong to focus on muta-
tions in protein-coding DNA? 
 Genome-wide association studies are 
very interesting, but they are not some 
magic bullet for medicine. The GWAS sit-
uation had everyone sort of scratching 
their heads. But when we put these genet-
ic associations alongside the ENCODE 
data, we saw that although the loci are 
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not close to a protein-coding gene, they 
really are close to one of these new ele-
ments that we’re discovering. That’s been 
a lovely thing. In fact, when I first saw it, 
it was a slightly too-good-to-be-true mo-
ment. And we spent a long time double-
checking everything.

How does that discovery help us 
understand disease? 
 It’s like opening a door. Think about all 
the different ways you can study a par-
ticular disease, such as Crohn’s: Should 
we look at immune system cells in the 
gut? Or should we look at the neurons 
that fire to the gut? Or should we be 
looking at the stomach and how it does 
something else? 

All those are options. Now suddenly 
ENCODE is letting you examine those 
options and say, “Well, I really think you 
should start by looking at this part of the 
immune system—the helper T cells— 
first.” And we can do that for a very, very 
big set of diseases. That’s really exciting.

Now that we are retiring the phrase 
“junk DNA,” is there another,  
better metaphor that might explain 
the emerging view of the genetic 
landscape?
 What it feels like is genuinely a jungle—a 
completely dense jungle of stuff that you 
have to work your way through. You’re 
trying to hack your way to a certain posi-
tion. And you’re really not sure where 
you are, you know? It’s quite easy to feel 
lost in there. 

Over the past 20 years the public has 
been repeatedly told that these big 
genomic projects—starting with the 
Human Genome Project and going 
on through various other projects—
were going to explain everything we 
needed to know about the “book of 
life.” Is ENCODE simply the latest in 
this sequence?
 I think that each time we always said, 
“These are foundations. You build on 
them.” Nobody said, “Look, the human 
genome bases, that’s it. It’s all done and 
dusted—we’ve just got a bit of code 
breaking to do here.” Everybody said, 

“We’re going to be studying this for 50 
years, 100 years. But this is the founda-
tion that we start on.” I do get the feel-
ing that the ENCODE project is the next 
layer in that foundational resource for 
other people to stand on top of and look 
further. The biggest change here is in 
our list of known unknowns. And I 
think people should understand that al-
though finding out how much you don’t 
know can feel regressive and frustrat-
ing, identifying the gaps is really good.

Ten years ago we didn’t know what 
we didn’t know. There is no doubt that 
ENCODE poses many, many, many more 
questions than it directly answers. At 
the same time, for Crohn’s disease, say, 
and lots of other things, there are some 
effectively quick wins and low-hanging 
fruit—at least for researchers—where 
you start to say to people, “Oh my gosh, 
have you looked there?”

It’s just one more step. It’s an impor-
tant step, but nowhere near the end, I’m 
afraid.

You sometimes refer to yourself as 
ENCODE’s “cat herder in chief.” 
How many people were involved in 
the consortium, and what was it like 
coordinating such a massive effort?
 This is very much a different way of do-
ing science. I am only one of 400 inves-
tigators, and I am the person who is 
charged to make sure that the analysis 
was delivered and that it all worked out. 
But I had to draw on the talents of many, 
many people.

So I’m more like the cat herder, the 
conductor, necessarily, than someone 
whose brain can absorb all of this. It 
comes back to that sense that it’s a bit of 
a jungle out there.

Well, you deserve a lot of credit.  
It’s more than just cats. They’re  
pretty opinionated cats.
 Yeah, they are. What scientists are not 
are dogs. Dogs naturally run in packs. 
Cats? No. And I think that sums up the 
normal scientific phenotype. And so you 
have to cajole these people sometimes 
into sort of taking the same direction. 

Do you see a point where all this com-
plex information will resolve into a 
simpler message about human inher-
itance and human disease? Or do we 
have to accept the fact that complexi-
ty is, as it were, in our DNA?
 We are complex creatures. We should ex-
pect that it’s complex out there. But I 
think we should be happy about that 
and maybe even proud about it. 

Stephen S. Hall has written about science for the 
Atlantic, New York Times Magazine, New York-
er and many other magazines. 
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 The ENCODE project: Encyclopedia of DNA Elements: 
 www.genome.gov/10005107
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ENIGMA: Researchers have found greater complexity in  
human DNA than this “simple” model would suggest.
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Flight of the Butterflies. Opens October 1 
in Imax theaters. This 3-D documentary 
tells the story of Fred Urquhart, the  
late founder of Monarch Watch and 
one of the first researchers to discover 
where the butterflies overwinter in Mexico. 
The documentary follows monarchs as they  
migrate from Mexico to Canada and back again.

A L S O  N O TA B L E

“Dangerous Work”:  
Diary of an Arctic Adventure
by Arthur Conan Doyle.  
University of Chicago Press, 2012 ($35) 

Long before he wrote the Sherlock Holmes detective 
novels, Conan Doyle interrupted his medical school 
studies to serve in 1880 as a ship’s surgeon onboard  
a whaler bound for the Arctic. In his diary (above), 

reproduced from the original and accompanied by commentary from two Conan 
Doyle scholars, the author describes scrambling across ice sheets in search of seals  
to club and whales to spear, and he sketches pictures of other journey highlights. 
Memories of this voyage, he later wrote, stayed with him for the rest of his life. 

The Joy of X
by Steven Strogatz. 
Houghton Mifflin 
Harcourt, 2012 ($27)

Strogatz, an applied 
mathematician at Cornell University  
and author of Sync, has compiled his im
mensely popular series of New York 
Times columns and added new material. 
The Joy of X ’s six parts, each divided into 
several short chapters, move from num

ber basics through algebra, geometry,  
calculus and statistics to the frontiers  
of math, where conjectures about prime 
numbers are still floating around un
solved. The goal is a second chance at 
learning the math that might have passed 
you by—this time from an adult perspec
tive. The tone is light and conversational, 
with delightful narratives about lonely 
numbers and the Tony Soprano psyche  
of math itself—outwardly tough but  
inwardly wracked with inse cur ity. The 
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easily digest ible chapters include plen
ty of helpful examples and illustra
tions. You’ll never forget the Pythago
rean theorem again!  —Evelyn Lamb

Mirror Earth:  
The Search  
for Our  
Planet’s Twin
by Michael D. Lemon
ick. Walker & Company,  
2012 ($26)

Scientists hunting for planets outside 
our solar system may be just months 
away from discovering Earth’s twin— 
a rocky planet like our own, spinning 
around a star at the right distance to 
sustain life. In this book, Lemonick, a 
science writer, spotlights “Exo planet
eer Rock Stars,” the scientists who  
detect planets by marking the telltale 
wobbles and flickers of the stars that 
they orbit. He also captures the fas cin
ating lead up to the Kepler mission, 
which has discovered hundreds of 
possible worlds.  —Marissa Fessenden

 The Half-Life  
of Facts: Why 
Everything We 
Know Has an 
Expiration Date 
by Samuel Arbesman. Current,  
2012 ($25.95)

Many medical schools tell their 
students that half of what they’ve  
been taught will be wrong within five 
years—the teachers just don’t know 
which half. Arbesman, a Harvard 
University–affiliated practitioner of 
scientometrics—which looks at how  
we know what we know—sets out to 
make readers more comfortable with 
changes in scientific knowledge, from 
the status of Pluto to the age at which 
women should get mammograms. 
Facts change in a regular, predictable 
manner and obey mathematical rules, 
he argues: “Once we recognize this, 
we’ll be ready to live in the rapidly 
changing world around us.” 

© 2012 Scientific American © 2012 Scientific American



Skeptic by Michael Shermer

Viewing the world with a rational eye Michael Shermer is publisher of  
Skeptic magazine (www.skeptic.com). 
His book The Believing Brain is now out  
in paperback. Follow him on Twitter  
@michaelshermer
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Politically 
Irrational
Subliminal influences guide  
our voting preferences

With the 2012 presidential election looming on the horizon in 
November, consider these two crucial questions: Who looks 
more competent, Barack Obama or Mitt Romney? Who has the 
deepest and most resonant voice? Maybe your answer is, “Who 
cares? I vote for candidates based on their policies and posi-
tions, not on how they look and sound!” If so, that very likely is 
your rational brain justifying an earlier choice that your emo-
tional brain made based on these seemingly shallow criteria.

Before the election, I urge you to read Leonard Mlodinow’s 
new book, Subliminal: How Your Unconscious Mind Rules Your 
Behavior (Pantheon). You will gain such insights as that higher-
pitched voices are judged by subjects as more nervous, less truth-
ful and less empathetic than speakers with lower-pitched voices 
and that speaking a little faster and louder, with fewer pauses 
and greater variation in volume, leads people to judge someone 
to be energetic, intelligent and knowledgeable. Looks matter 
even more. One study presented subjects with campaign flyers 
featuring black-and-white photographs of models posing as 
Democrats or Republicans in fictional congressional races; half 
looked able and competent, whereas the other half did not, as 
rated by volunteers before the experiment. The flyers included 
the candidate’s name, party affiliation, education, occupation, 
political experience and three position statements. To control for 
party preference, half the subjects were shown the more suitable-
looking candidate as a Democrat, and the other half saw him as a 

Republican. Results: 59 percent of the vote went to the candidate 
with the more capable appearance regardless of other qualifica-
tions. A similar study in a mock election resulted in a 12-percent-
age-point advantage for the more authoritative-looking politician.

To test these effects in real elections, Princeton University 
psychologist Alexander Todorov and his colleagues had volun-
teers rate for “competence” black-and-white head shots of all 
the candidates in 600 contests for the U.S. House of Representa-
tives and 95 races for the Senate from 2000, 2002 and 2004. Re-
sults: candidates rated as more competent won 67 percent of 
the House races and 72 percent of the Senate ones. In a follow-
up study published in 2007 the psychologists conducted the 
face-evaluation process before the 2006 elections, predicting the 
winners in 72 percent of Senate runs and 69 percent of guberna-
torial competitions based on the candidates’ appearances alone. 

These data—and others—confirm what was perceived the 
night of September 26, 1960, during the first televised presiden-
tial debate between John F. Kennedy and Richard M. Nixon. 
Well rested and tan from campaigning in California, Kennedy 
was radiant, like an “athlete come to receive his wreath of lau-
rel,” journalist Howard K. Smith noted. In contrast, Nixon had 
been campaigning right up to the debate and had been hospital-
ized for a knee infection that had left him with a 102-degree fe-
ver and looking pale and haggard, worsened by his notoriously 
heavy five o’clock shadow. Seventy million people watched the 
event. Millions more listened on the radio. According to a study 
published in the trade journal Broadcasting, those who saw the 
debate thought Kennedy won, whereas those who heard it gave 
Nixon the nod. For example, when New York Herald Tribune 
writer Earl Mazo first observed reactions to the debate at a con-
ference, he observed, “Nixon was best on radio simply because 
his deep, resonant voice conveyed more conviction, command, 
and determination than Kennedy’s higher-pitched voice and his 
Boston-Harvard accent. But on television, Kennedy looked 
sharper, more in control, more firm.” These conclusions were 
replicated in a 2003 study in which subjects who viewed the de-
bate were more likely to think Kennedy won than those who lis-
tened to it. 

Why are we so influenced by such apparently trivial charac-
teristics as voice and looks? In our evolutionary past they served 
as proxies for health, vigor and overall fitness (in both the phys-
ical and evolutionary sense). Such cognitive shortcuts remain 
necessary today because in a world abuzz with information 
overload, it isn’t possible to rationally analyze all incoming 
data. So, on Election Day, try to override your predictably irra-
tional propensity to succumb to these influences and engage 
your rational brain to vote the issues and not the person. 

Illustration by Mark Jarman
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Anti Gravity by Steve Mirsky 

The ongoing search for fundamental farces

Illustration by Matt Collins

Steve Mirsky� has been writing the Anti Gravity 
column since Derek Jeter had a total of 12 base 
hits in the major leagues. He also hosts the 
Scientific American podcast Science Talk.

It’s Full of Cats
Humanity’s feline fixation extends to  
our electronic networks and gadgets 

So many cats, so little time to worship each one. 
I have just two cats. Well, “have” is a bit self-congratulatory. 

Let me put it this way: two cats have deigned to allow me the 
pleasure of their company in whatever manner they see fit. Each 
cat was abandoned by neighbors who moved and left the pet be-
hind. (I know, right?) The first feline, long known to the chil-
dren on the block as Patches, was already in the habit of visiting 
my house. So she simply made her visits much, much longer. 

Cat two, Tigger, was also prenamed by the kids. I’d have gone 
with something grander, say, Athena and Achilles, but Patches 
and Tigger they were and will ever be. (Of course, we don’t know 
and can never know their true, deep and inscrutable names.) 
When Tigger saw the sweet deal Patches got, he requested (okay, 
demanded) entry. At this moment, he is staring at me, which 
means he wants me to get out of his chair. I explain that I must 
needs sit here to work and thus keep him in cat food. His contin-
ued stare translates to: “Work when I don’t need the chair, bub.”

The Humane Society of the U.S. estimates that Americans own 
more than 86 million cats. And who can blame us? To have a tiny 
god, a Bastet, sitting on the sofa is a consummation to be devoutly 
wished for. (Dogs are great, too—they delivered the diphtheria 
antitoxin across the frozen tundra to Nome! Okay, dog people?)

The latest strong evidence of our cat fixation 
comes from an artificial-intelligence project at 
Google’s X Labs. Researchers there put together a 
network of 16,000 computer processors, which 
were exposed to 10 million random YouTube vid-
eos. The network was then probed to see what it 
knew about the world. And when the researchers 
showed pictures of cats to the network, it basically 
responded, “Yes, I recognize that thing”—either 
because so much of what’s on YouTube is cat-relat-
ed or because Mr. Mistoffelees infiltrated the net-
work and told it what was what. 

Some news reports claimed that the research-
ers taught a computer to recognize cats, perhaps 
because Congress needs more faulty information 
to support cutting funding for scientific research. 
“The point wasn’t to find a cat,” Google research 
partner Andrew Ng of Stanford University told 
NPR. “It’s just that cats [were] one thing we hap-
pened to look for and found,” Ng then explained, 
based on his correct assumption that a lot of peo-
ple post cat videos, and so the network saw lots of 
cats and learned to recognize them. 

The bet here is that Ng also would have gotten a positive result 
had he asked the network if it recognized the image of a guy tak-
ing a projectile to the groinal area. Of course, a network trained to 
spot crotch smacks would not inspire Congress to support science 
funding, either. So here was the actual point: to observe how a 
small-scale simulated brain makes sense of the information to 
which it is exposed—which will come in handy for enterprises 
such as better search engines and speech recognition. Plus, there 
must be some connection to improved weapons systems. There, 
that ought to keep the money flowing.

Speaking of flowing money, some cat owners recently became 
quite cross with the company behind the iPad app Games for 
Cats. According to a Web site called the Escapist, the app enter-
tains your cat by displaying various moving objects on the 
screen. It’s a higher-tech version of making the cat chase a laser 
pointer’s red dot, which is great exercise for the cat and a hilari-
ous exercise for the human with the pointer. 

Anyway, upgrades to the game were available for purchase 
via a menu. This menu was “so user friendly . . .  that even cats can 
use it,” according to the Escapist. After numerous allegedly inad-
vertent expenditures by cats, the app’s designers complicated the 
menu pathway to ensure that only humans could buy more and 
better cat toys. 

Must run, the little Bastet really wants the chair. 
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50, 100 & 150 Years Ago compiled by Daniel C. Schlenoff 

Innovation and discovery as chronicled in Scientific American
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Crick on 
Coding
“The nucleic acids are 
made by joining up 
four kinds of nucleo

tide to form a polynucleotide chain. The 
chain provides a backbone from which 
four kinds of side group, known as bas
es, jut at regular intervals. The order of 
the bases, however, is not regular, and it 
is their precise sequence that is believed 
to carry the genetic message. The coding 
problem can thus be stated more explic
itly as the problem of how the sequence 
of the four bases in the nucleic acid 
determines the sequence of the 20 ami
no acids in the protein. —F.H.C. Crick”
Crick shared the 1962 Nobel Prize in medi-
cine for work he had done in 1953.

Cognitive Dissonance
“Two items of information that psycho
logically do not fit together are said to  
be in a dissonant relation to each other. 
The items of information may be about 
behavior, feelings, opinions, things in the 
environment and so on. The word ‘cogni
tive’ simply emphasizes that the theory 
deals with relations among items of  
in  formation. Such items can of course be 
changed. A person can change his opin
ion; he can change his behavior, thereby 
changing the information he has about 

it; he can even distort his perception and 
his information about the world around 
him. Changes in items of information 
that produce or restore consistency are 
referred to as dissonancereducing 
changes. Cognitive dissonance is a moti
vating state of affairs. Just as hunger 
impels a person to eat, so does disso
nance impel a person to change his opin
ions or his behavior. —Leon Festinger”

October 1912

Bacteria vs. Locusts
“A bacterial epidemic has within two 
years freed Yucatan of the locust swarms 
which periodically invaded the country. 
The malady lasts 12 to 46 hours and is 
characterized by a violent diarrhea, the 
contents of the bowels of the insects 
yielding a nearly pure microbe culture. 
The microbe has been isolated by  
M. Félix d’Hérelle, who in a memoir  
presented to the French Academy of  
Sciences examines its specific pathologi
cal effects. Now, M. d’Hérelle, having 
been asked by the Argentine govern
ment to test the effects of the same 
microbe on another locust species which 
every year devastates large portions of 
the Parana district, has reached surpris
ingly favorable results.”
D’Hérelle’s continued work on bacteria 
eventually led to his discovery of bacterio
phages (viruses that infect bacteria) in 1917.

SAIL OR STEAM, sailors need to raise anchor before getting under way.  
This patent windlass makes the job faster, 1862
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The Despised Horse
“The London Daily Mirror published  
a trenchant editorial on the foolish
ness of taxing automobiles for the use 
of city streets: ‘The horse is a danger 
and a nuisance in the streets of a 
large city. We hear a lot of motorcar 
street taxes, but it is the horse which 
should be taxed, not the motor car. 
The horse is unhygienic, erratic and 
occupies too much space. Tax the 
horse as you would dogs, and leave 
the motor cars alone!’ ”

October 
1862

Anchors 
Aweigh
“The gearing of  
vessels by which the 

anchors are hoisted and let go, consti
tutes a very important mechanism for 
the safety and working of every ship 
that goes upon the ‘mighty waters.’ 
The accompanying engraving [see 
opposite page] represents this gearing 
in different and improved forms.”

Inventions  
Helping Farmers
“The report of the Superintendent  
of the Census for 1860 says: ‘The great
est triumphs of mechanical skill, in its 
applications to agriculture, are wit
nessed in the instruments adapted to 
the tillage, harvesting and subsequent 
handling of the immense grain crops of 
the country, and particularly upon the 
Western prairies. Without the improve
ments in plows and other implements 
of tillage, which have been multiplied 
to an incredible extent, and are now 
apparently about to culminate in the 
steam plow, the wheat and corn crops 
of those fertile plains could not proba
bly be raised. The reaping machine, the 
harvester and machines for thrashing, 
winnowing and cleaning wheat for the 
market, have become quite indispens
able to every large grain grower.’ ”
View a slide show of agricultural technolo-
gy from 1862 at www.ScientificAmerican.
com/oct2012/agriculture
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Fatter, Drunker Nation
And yet Americans are smoking less and exercising more

Lost in the U.S. health care debate is whether the country’s citi-
zens are hurting themselves with bad habits. The bottom line is 
mixed, according to the Centers for Disease Control and Pre-
vention. Americans are imbibing alcohol and overeating more 
yet are smoking less (black lines in center graphs).

Some of the behaviors have patterns; others do not. Obesity 
is heaviest in the Southeast (2010 maps). Smoking is concen-
trated there as well. Excess drinking is high in the Northeast. 

Comparing 2010 and 1995 figures provides the greatest insight 
into trends (maps, far right). Heavy drinking has worsened in 
47 states, and obesity has expanded in every state. Tobacco use has 
declined in all states except Oklahoma and West Virginia. The 
“good” habit, exercise, is up in many places—even in the South-
east, where it has lagged.  —Mark Fischetti
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